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Buoyancy-induced Flow Due to
Isolated Thermal Sources on a
Vertical Surface

Y. Jaluria

Mechanical and Aerospace Engineering
Department,

Rutgers University,

New Brunswick, N.J. 08903

Mem. ASME

The natural convection flow due to multiple isolated heated elements located on a
vertical adiabatic surface has been studied analytically. The problem, which is of
particular relevance to electronic circuitry cooling and to the question of locating
sources in manufacturing systems, is considered for a Prandt! number of 0.7, which
applies for air. Of particular interest were the temperature and velocity fields that
arise and the dependence of these on the heat input and on the distance between the

heated elements. The flow is treated as a boundary layer problem and the governing
equations are solved numerically. The results obtained indicate the general nature
of the flow and the dependence of the heat-transfer coefficient for an element,
located in the wake of another, on the energy input and location. The downstream
variation of the surface temperature, the velocity level, and the resulting velocity
and temperature profiles are studied in detail. The results obtained are also com-
pared with those for a single source, bringing out several interesting features.

Introduction

The natural convective heat transfer from finite-sized
heated elements located on a vertical adiabatic surface is a
problem of considerable interest in several technological
applications, particularly in electronic circuitry and in some
manufacturing systems. Energy dissipating devices and panels
act as thermal sources and generate a natural convection flow,
which is often of importance in determining the energy input
and location that may be employed without overheating the
elements and the surface on which they are located. This
problem is of particular concern in electrical equipment where
the system performance is generally temperature sensitive |1,
21.

The natural convection flow due to a single line thermal
source on a vertical adiabatic surface has been studied,
employing the similarity method, by Jaluria and Gebhart [3].
Various other investigators have considered the wall plume
thus generated, particularly for turbulent flows [4, 5]. In
actual practice, finite-sized thermal sources are of interest.
Since similarity does not arise for this case, finite difference
methods have been employed to determine the temperature
and flow fields that result {6]. The flow due to a concentrated
thermal source, which is often idealized as a point heat
source, on an adiabatic vertical surface has also been studied
experimentally to determine the temperature field that arises
[71.

The natural convection flow due to multiple thermal
sources on a vertical surface is of importance in the design of
several systems of practical interest, Of particular interest is
the effect of the wake due to a heated element on the heat
transfer from, and the flow over, another element located
downstream. A problem somewhat similar to the flow
considered in the present study has recently been studied by
Sparrow and Faghri [8]. They considered two heated
isothermal plates separated by a specified distance, so that a
free plume arises between the two plates, and numerically
determined the heat transfer from the two heated surfaces.
The present work considers the natural convection flow due to
multiple heated elements, dissipating energy with a uniform
surface heat flux. The heat sources are located on a vertical
adiabatic surface and are separated by specified distances.
Numerical results are obtained for a Prandtl number of 0.7,
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which applies for air, and for various distances separating the
heat sources.

Of particular interest in the problem under consideration
are the heat-transfer coefficients for the heated elements
located in the wake of others and the downstram variation of
the surface temperature and the maximum velocity., The
resulting temperature and velocity profiles are obtained and
the nature of the flow discussed in terms of the underlying
physical processes. The results for a single source are com-
pared with those obtained in earlier studies and a close
agreement is obtained.

Analysis

The natural convection flow under consideration is shown
in Fig. 1 for three finite-sized heated elements with a uniform
thermal energy input flux, g, at the heated surface. The
problem is treated as a boundary layer flow, though this
assumption is not valid in the immediate vicinity of the ends
of the heated elements. However, the nonboundary layer
effects decay exponentially downstream and accurate results
are expected in regions away from the ends of the heated
surfaces [8-12]. For a small separation distance, D, as
compared to the height of the heated element, L, these effects
may be expected to be significant.

The following dimensionless variables are employed for an
analysis of the flow:

X y 1—1y
X=_ Y= 2 Grl/s -_ - 1
L’ Lo VT GL/kGr M
_ v v gBgL?*
U—u/(z GrZ/S), V=U/<Z Gr“5>, Gr= % @)

These are the variables commonly employed for surfaces
dissipating a uniform surface heat flux [5]. The height, L, and
flux, g, employed in these definitions is the one pertaining to
the lowermost element, since the downstream behavior is
determined mainly by this element. The characteristic tem-
perature for the circumstance of isothermal elements is taken
as (f{, — o), where ¢, is the surface temperature of the
element, being gL/k here in the definition of Gr. However,
the definition of other variables is also altered for the
isothermal case to keep the governing equations unchanged
[6]. It must be noted that the validity of the boundary layer
assumption depends on the value of Gr. For heated elements
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typically a few centimeters high, this would be valid for the
commonly employed heating rates, as seen later.

The governing boundary layer equations for laminar flow,
employing the Boussinesq approximations for the density
variation, assuming the remaining properties to be constant
and neglecting viscous dissipation and pressure work terms,
are:

U v
ax oy
U U PU
ax TVay =0 anm @
30 B 1 80
=1 5
Uax YV %y 5 ap )

Therefore, only the Prandtl number-appears as a parameter
in the governing equations. However, other variables, such as
D/L, L\/L, gq,/q, etc., appear in the boundary conditions.
The relevant boundary conditions for the uniform heat flux
condition at the heated elements, or regions, are:

(@ Y=0: U=V=0,
9 _ 1,for0 =X=<1
Y yfor0 =X=
s = 0,forl <X<(+D/L)
aY = , IOr
af D+ L ©
=y = /% for(1+D/L)sXs1+—LL
a0 D+L, D+L, +D,
—— =0, f (1 )<X 1+ —=
7Y 0, for {1+ < T

and so on for other heated elements.
(b) as Y—oo, U=0=0.

Similarly, for the isothermal case, 0 is specified as 8,
6,, . . ., at the heated surfaces. Therefore, several additional
parameters, such as q,/q, D/L, etc., arise in the above
equations. In most of the results presented here, the heat flux
is taken as equal for all the heated surfaces and their heights
are also taken as equal, since the general features of the
problem may be considered independent of these variables.
However, some results are also presented for the case when
the heat inputs are different.

The governing equations given above were solved
numerically by employing finite difference methods. The
time-dependent forms of the equations were considered and

1
AN\ L2
Heated T
Efement i{
2.0[- R ANV
Adiabatic T‘
Surface \\ !
6o XU _l_
’ L
i/ T
1.0
]
J
l i
0 10 2.0
X
Fig. 1 Coordinate system for the flow under consideration and the

surface temperature variation in the neighborhood of an isolated single
heated element on a vertical adiabatic surface: -, theoretical curve for
a vertical uniform heat flux surface see [5]

the transient solution was obtained by marching explicitly in
time until the results converge to the steady-state solution, as
indicated by a suitably chosen criterion. This method allows a
study of the convergence of the solution to the steady-state
circumstance as time elapses and gives better stability
characteristics [9, 13]. The initial conditions, the step size AX
and the convergence criterion were varied to ensure a
negligible dependence of the solution on the values chosen.
The numerical results were initially obtained for the isolated
single source circumstance, and the results compared with
those of [3, 6], indicating an agrement within a few percent
for the surface temperature distribution. The numerical study
was carried out on an IBM 370/168 computer, and the
characteristic results obtained are discussed in the next sec-
tion.

Results and Discussion

The natural convection flow due to a finite-sized heated
element, with a uniform convective heat flux input ¢ at its
surface, is considered first, and Fig. 1 shows the downstream
variation of the surface temperature in the vicinity of the
heated element. The temperature rises from the ambient value
of zero to a maximum at X = 1, and then drops sharply,
followed by a gradual decay downstream. The calculated

Nomenclature
V = dimensionless transverse
q,q91,9, = heat flux input at the velocity
D,D,,D, = distance between heated heated surfaces x = vertical coordinate
elements, Fig. 1 Q = total convective thermal X = dimensionless vertical
g = gravitational accelera- energy input into the coordinate
tion flow y = transverse coordinate
Gr = Grashof number, t = local temperature in the Y = dimensionless transverse
defined in equation (2) flow coordinate
h = heat-transfer coefficient o = surface temperature B = coefficient of thermal
k = thermal conductivity of t», = ambient temperature expansion of fluid
fluid u = vertical velocity com- v = kinematic viscosity of
L,L,,L, = heights of heated ele- ponent fluid
ments, Fig. 1 U = dimensionless vertical f# = dimensionless tempera-
(Nu), = Nusselt number for the velocity ture, defined in equation
upper element, (AL/k), Upex = maximum dimensionless )
(Nu), = Nusselt number for'the vertical velocity o = dimensionless surface
lower element, (hL/k), v = transverse velocity temperature
Pr = Prandtl number of fluid component 6 = boundary layer thickness
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Fig. 2 Downstream decay of the surface temperature for a single
heated element

temperature at the surface of the heated element is found to
vary as X°2, as predicted by similarity analysis [5], and the
values obtained were found to be very close to those obtained
in earlier studies as shown. The boundary condition for the
temperature gradient changes at X = 1 and the adiabatic
condition for X > 1 brings the surface temperature gradient
to zero. This results in a flattening of the temperature profile
near the surface, as seen later, and a rapid spreading out of
buoyancy away from the surface. This causes the observed
sharp temperature drop in the vicinity of the trailing end of
the heated surface. However, in actual practice, conduction in
the plate would make the drop less steep and the inclusion of
nonboundary layer effects would also modify the results in
this region. The downstream decay of the surface temperture
is shown in Fig. 2 and it is found that for X > 3, the variation
approaches X %%, which is the variation predicted by
similarity analysis for a wall plume [3]. The velocity and
temperature profiles obtained were also found to be in good
agreement with the earlier work, as seen later.

The surface temperature variation for two heated elements,
separated by distance D/L of 2, 4, and 8, is shown in Fig. 3.
Since the boundary layer approximation is employed, the
upstream results are unaffected by the presence of the second
source. However, the calculated results for the downstream
element are very much influenced by the presence of the
heated element upstream. In the neighborhood of the heated
regions, the temperature variation is similar to that observed
in Fig. 1. A sharp temperature drop occurs at the trailing end
of the heated elements, followed by a gradual decay, as ex-
pected for a wall plume. It is interesting to note that in all the
three cases shown in Fig.3, the surface temperatures approach
the asymptotic behavior expected for a thermal input of 2gL
far downstream. The starting effects due to the finite size of
the elements and their separating distance decay as the flow
proceeds downstream, ultimately approaching the expected
variation for a wall plume generated by a line source with an
input of 2¢L. It is also noted that the temperature of the upper
heted surface is higher for D/L = 2 and lower for the other
two cases. This indicates that the corresponding local heat-
transfer coefficient for the upper element is smaller than that
for the lower element in the first case and larger in the other
two cases. A similar behavior was observed by Sparrow and
Faghri [8]. This point is considered in detail later.

The surface temperature variation for three heated
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Fig. 3 Surface temperature variation for various distances separating
two heated elements
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Fig. 4 Surface temperature variation for the flow generated by three
heated elements, dissipating a uniform heat flux g at the surface, for
D/L = D4iL = 2.0

elements, with D/L = D,/L = 2, is shown in Fig. 4. Again,
the results for the two lower elements remain unchanged and
the variation changes beyond X = 6. The basic trends are
similar to those discussed above, but the asymptotic value
approached by the surface temperature is higher than that for
two elements. This is an expected behavior since the total
convective thermal energy input into the flow is 3gL in this
case. It is interesting to note that the temperature of the
uppermost element is the highest, indicating the lowest heat-
transfer coefficient for this element. The heat-transfer
coefficient for the downstream heated element is obviously a
function of the spacing as considered later.

Another physical variable of interest is the maximum local
velocity in the flow. Figure 5 shows the downstream variation
of Upax for various values of D/L. It is seen that the sharp
change in temperature observed in the neighborhood of a
heated element does not arise in the velocity. The maximum
velocity does rise due the buoyancy input at the upper
element. But the variation is much more gradual. Buoyancy is
a cumulative effect, and the boundary conditions for the
velocity field do not change, as they do for the temperature
field. The observed behavior is, therefore, an expected one,
though a much steeper variation would be expected if the two
heated elements were not located on a surface, as considered
in [8]. It is also seen in Fig. 5 that the maximum velocity
approaches an asymptotic value far downstream. As the
starting effects decay downstream, the flow is expected to
eventually approach the wall plume circumstance with 2gL as
the heat input. However, the flow may become turbulent
before this occurs and the analysis would not be applicable
then. For three elements, the curve shown indicates similar
trends, but the asymptotic value approached at large X is
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Fig. 5 Downstream variation of the maximum velocity U,y for
various distances separating two heated elements. Also shown is the
curve for three elements with D/L = D4I/L = 2.0; -, theoretical curve
for a single isolated line source [3]
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Fig. 6 The variation of (Nu),/(Nu); with D/L for various values of
Q,/Qy, the ratio of the heat flux input at the upper element to that at
the lower eilement

higher, as expected. The results upstream of the uppermost
element remain unchanged because of the boundary layer
assumption employed here. A comparison with the results of
[3] shows a close agreement for the single source case.

The dependence of the heat-transfer coefficient for the
heated elements on the separation between the two elements is
shown in Fig. 6. The average Nusselt number (Nu), for the
upper element is normalized by the corresponding value (Nu),
for the lower element and plotted against D/L. If the heat flux
input is the same for the two elements, the ratio of the Nusselt
numbers is inversely proportional to the ratio of the tem-
perature excess over f,. For this case, it is found that this
ratio is less than 1.0 for D/L = 4, indicating a lower heat-
transfer coefficient for the upper element, as compared to
that for the lower element. Similarly, if D/L > 4, the heat-
transfer coefficient at the upper element is increased. The
axial diffusion terms were added for D/L = 4, and it was
found that for Gr ranging from around'10*.to 108, which is of
practical interest, a difference of less than 2 percent arises in
(Nu}, /(Nu),, indicating the validity of the present boundary

226/ Vol. 104, MAY 1982
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Fig. 7 Temperature and velocity profiles at various downstream
locations forD/L = 6

layer treatment. The temperature profile in Fig. 3 changed
slightly, with the drop at the trailing ends of the elements less
severe and the average values of the element temperature
affected to a very small extent.

The heat-transfer coefficient for the upper element is af-
fected by the flow generated by the lower element. The fluid
coming from below is heated and the upper element is exposed
to a moving fluid at a temperature higher than the ambient
temperature. It has been seen earlier that the velocity level
increases downstream and the temperature level decreases, the
former being due to the buoyancy force and the latter being
due to entrainment. Therefore, if the upper element were
moved downstream, it is exposed to a higher velocity and a
lower fluid temperature, resulting in an increased heat-
transfer coefficient. It is this behavior that is seen quan-
titatively in Fig. 6.

The Nusselt number ratio varies from 0.9 to 1.05 for Q,,/Q;
= 1.0 as D/L varies from 1.0 to 8.0. The ratio drops sharply
as D/L decreases below 1.0. But the full governing equations
would need to be considered for low values of D/L. At D/L
= 0, the problem simply becomes that for an element of twice
the height of a single element and the problem may be solved
as a boundary layer. The highest surface temperature, at the
trailing end of the upper element, would be expected in this
case. It is also seen from Fig. 6 that the effect of increasing
D/L is quite small beyond a value of around 6.0. Therefore,
in the design of such a system, the spacing may be chosen for
the given constraints and requirements.

It may also be physically expected that if the heat flux input
at the upper element is much larger than that at the lower one,
the effect of preheating the fluid due to the lower element
would be negligible and the heat-transfer coefficient would be
increased due to the velocity effect. Similarly, if the heat input
at the upper element is much smaller than that at the lower
one, the temperature effect may be expected to dominate,
resulting in a lower heat-transfer coefficient. These effects are
also shown quantitatively in Fig. 6. It must, however, be
noted that the heat-transfer coefficient is defined in terms of
the ambient fluid temperature and not the local temperature
as seen by the upper element. The sharp increase in the upper
element average temperature is reflected as a decrease in the
Nusselt number.

The resulting velocity and temperature profiles may also be
considered, as shown in Fig 7, for D/L = 6. The results are
shown at X values of 7.0, 8.0, and 9.0, which correspond to
positions at the leading edge, at the trailing end and down-
stream of the upper element. The form of the temperdture
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Fig. 8 Downstream variation of the boundary layer thickness for three
heated elements
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profile is found to undergo a sharp change downstream of the
element, as the adiabatic condition arises and the flattened
profile typical of a wall plume results. It also causes a sharp
drop in the surface temperature. It may be observed here that
the velocity level increases from X = 8.0 to X = 9.0, and the
boundary layer thickness increases. Since the total convected
energy Q remains unchanged at 2gL, the temperature level
drops sharply to maintain its constancy with the changed
form of the profile. The velocity level increases downstream
due to buoyancy, the boundary layer thickness increases, and
the location of the maximum velocity is seen to shift inwards,
particularly from X = 7.0 to X =8.0. This may be explained
in terms of the increased buoyancy input at the surface as the
flow goes over the heated element. This results in increased
buoyancy near the surface and, hence, the observed shift in
peak velocity towards the surface. The peak does not change
appreciably in position furiher downstream, since the
buoyancy input ends at X = 8.0.

The growth of the boundary layer thickness in the flow is an
interesting feature, and Fig. 8 shows the results for three
elements. The edge of the boundary layer is defined as the
location where 1.0 percent of the peak velocity is attained as
one moves outwards from the peak. The variation is found to
be fairly smooth, except for slight changes in gradient at the
locations of the leading edges of the heating elements. The
lowermost element lies between X = 0.0 and 1.0, the second
between X = 8.0 and 9.0 and the third between X = 15.0 and
16.0. The boundary layer thickness rises sharply from zero at
X = 0.0, and then increases gradually downstream, with the
two noticeable variations at the two upper elements. It may
also be noted that the boundary layer thickness varies as
Gr 5 (equation(1)). Therefore, for large values of Gr, as
determined by the height of the element, L, and the heat

Journal of Heat Transfer

input, g, the boundary layer thickness would be much smaller
than the downstream distance, x, thus permitting a boundary
layer treatment. This circumstance arises for several cases of
practical interest, where the heated elements or regions are
several centimeters high, and the heat flux input is large
enough to allow the present treatment.

Conclusions

An analytical study of the natural convection flow
generated by finite sized multiple thermal sources on a vertical
adiabatic surface has been carried oui. The resulting tem-
perature and velocity fields are determined numerically. Of
particular interest were the effect of a heated element on the
heat-transfer coefficient for another element located
downstream and the variation of the surface temperature and
the velocity level downstream. The study initially considers a
single heated element, dissipating a uniform heat flux, and the
results obtained are compared with earlier studies on wall
plumes. A close agreement was obtained. The heat-transfer
coefficient for an element located in the wake of an upstream
element was studied as a function of the spacing between the
two. For two similar elements with the same thermal input,
the heat-transfer coefficient for the upper element was
lowered due to the upstream element for small spacings and
increased for larger ones. Several other interesting features
are observed in the results obtained and these are discussed in
terms of the underlying physical processes.

The study considers a problem of considerable importance
in several practical applications, particularly in those related
to electrical equipment and the positioning of heating
elements in a manufacturing system. The basic nature of the
flow is considered in detail and the relevant aspects with
respect to heat transfer from elements located in the wakes of
others are outlined.
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and its volumetric rate of dissipation. The transport equations for these two
variables, along with those for time-averaged stream function, vorticity, and
temperature, form a closed set of five coupled partial differential equations. These
equations are solved for the entire flow domain, without boundary layer ap-
proximations. Buoyancy effects on the turbulence structure are also accounted for.
Results are presented for a Rayleigh number range of 5x107 to 10'° and the

average Nusselt numbers are compared with existing correlations and limited
available experimental data,

Introduction

Turbulent natural convection from cylindrical surfaces is
important in many technological applications. Even though
numerous investigations have been made on the laminar case
[1, 2, 3], turbulent natural convection from cylindrical sur-
faces has received relatively less attention in the past. One of
the earliest works in turbulent natural convection from a
horizontal cylinder was presented by Hermann [4]. However,
no heat-transfer results were reported. McAdams [5]
presented empirical relations for the Rayleigh number range
of 10° to 10'? and Kutateladze [6] gave experimental data on
only average Nusselt number for turbulent free convection
from horizontal cylinders.

Heat-transfer correlations that cover both the laminar and
turbulent natural convection from a horizontal cylinder have
been obtained by Raithby and Hollands [7], Churchill and
Chu [8], and Kuehn and Goldstein [9] among others. The
correlating equations given in [8] and [9] are based on
boundary layer solutions, experimental data, and the
correlation model of Churchill and Usagi [10]. The empirical
analyses correlate data quite well, but they give no in-
formation about the temperature and velocity fields.

Numerical treatment of the external turbulent natural
convection problem has been limited to the vertical flat plate
problem only. This problem was solved by Cebeci and
Khattab [11], Mason and Seban [12], and Noto and Mat-
sumoto [13], who assumed an eddy diffusivity distribution
along the flat plate. Plumb and Kennedy [14]}, and Lin and
Churchill [15] have employed a k-¢ turbulence model for the
calculation of the turbulent natural convection from a vertical
isothermal flat plate. Recently, Fraikin et al. [16], Farouk and
Giigeri {17], and Farouk [18] have applied k-e turbulence
models to buoyancy driven recirculating flows.

The objective of the present work is to obtain solutions to
the complete Navier-Stokes and energy equations for tur-
bulent natural convection from a horizontal isothermal
circular cylinder. A k-¢ turbulence model is adopted taking
into account the infiuence of the buoyancy on the turbulence
length scale and the turbulent kinetic energy. Turbulence is
characterized by transport equations for time averaged k, the
turbulent kinetic energy and e, its volumetric rate of
dissipation. Solutions have been obtained over the Rayleigh
number range of 5x 107 to 10'°. Results in this paper include
the development of the buoyant turbulent plume which
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cannot be obtained using boundary layer methods. Heat-
transfer results obtained are compared with available ex-
perimental data and correlating equations. Detailed contour
plots of the turbulent kinetic energy and turbulent viscosity
along with plots of time averaged streamlines and isotherms
are presented.

Problem Statement

Various authors have proposed closure models for tur-
bulent flows in an attempt to accurately predict the turbulent
shear stresses. Due to its demonstrated success in calculating a
wide variety of forced flows, the k-¢ model of Launder and
Spalding [19] was chosen for calculating the turbulent natural
convection flow around a horizontal cylinder. The turbulent
viscosity is proportional to a characteristic velocity of tur-
bulence (e.g., the square root of the turbulent kinetic energy)
and a length scale representing the energy containing eddies.
In the k-¢ model under consideration the length scale is taken
to be the dissipation length scale

3/2
= k—
€
Thus the turbulent viscosity can be written as

k?.
we=Cup— M)

where C, is a constant of proportionality. In the turbulence
model employed, time-averaged values of the temperature, T,
stream function, y and vorticity, w, are used. The mean
motion is considered to be two-dimensional; however,
fluctuating components of velocities in all three-dimensions
are taken into account. The turbulent heat fluxes are obtained
by using the turbulent Prandtl number approach [20]. A
transport equation for the turbulent kinetic energy can be
derived from the Navier-Stokes equations using Reynolds
decomposition. For forced convection flows, turbulence
energy is created by the action of the turbulent contribution to
the shear stresses on the moving fluid. In natural convection
flows, however, there is an additional buoyancy-induced,
source of turbulent kinetic energy which is associated with
upward movement of light fluid particles and the consequent
downward movement of heavy ones [21].
Using the nondimensional variables
Dv,

T-T, r Dv
Tr= ———r*=——;vf=—vf=—;y*=
T,—T, D v v

® |
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the following closed system of five equations describing P | ar aT .2
turbulent, buoyancy-driven, two-dimensional flow is ob- +C;Gr M [ ~_sinf — =——cos 0] +C, ¢
tained: g7 k* r* a0 or* k*

a Y™ ] 0 [ 1 6\[/‘] . 0]

* 4+ — ] — = - pF ¥ 3 th
ar [ ar 17 50 L o0 re @) w o "
37 ,oy*1 8,1 8 [ ol+ude] V= xS Vs T e

_?[“’ aa]_a—o[“’ o 1" 7T o - -
ar r r The coordinates being r, measured from the center of the

- " " cylinder and 6, measured counterclockwise from the down-

_ ,a_ [i* M] :Gr[ oT cos §+ 67; r*sin 0] (4) ward vertical line. The terms on the right hand side of the k*
alr a0 a0 ar equation are the energy production and/or dissipation terms.
The sum of these terms in turn determine the description of

3 3y 9 oy 3 1 wh oT* turbulence. This model contains empirical constants in the
7 [T* 0 ] - [ o ] B [( ) * e ] preceding expressions. o7, o and o, are the turbulent Prandt]
r r numbers for T*, k* and ¢*, respectively. Numerical values for

a0

Pr or

3 | u* 1 a7 C,, C, Cy, or, g, and ¢, are taken as recommended by
- [(_ + _’) - ] =0 (5) Launder and Spalding [19] and are given in Table 1. These
a0 L\ Pr ar /r* 96 values have been optimized against experimental data for

3 oy 3 ay* forced flows. The constant C; does not exist in forced flows,
[ * ] _ = [k* ] but its value can be chosen to be equal to C,, implying similar

ar* a0 a6 ar* contributions from buoyant and gradient production on the
3 . Ak P N 1 ok* scale and intensity of the turbulence. An improved form for
[(1 + ﬁ’_),-* __] - — [(1 M ) - ] =r*u} C; proposed by Rodi [20] has also been used which considers

ar* ok a1 a0 op /r* 90 C; as a function of the flux Richardson number. However,
. this introduces another constant which has been optimized by

{ ( ov, ) 2 + < g ) 2 +2< vr ) using experimental data for buoyant jets only. For the present

or* r*ao r* calculations C; = C, has been used.
+ [r* 3 (v_$> + vy ] 2 3 Table 1 The constants used in the turbulence modeling
ar* \ rraf C, C, C, C, oy o, or
0.09 1.44 1.92 1.44 1 1.3 1
#[OT g - 8T 9] * (6)
+Gr oy [r*aa smo = ar* coso| +e Of the above constants, Cy, C,, and C, are the more critical
ones since they determine the balance between the influence of
and shear and buoyancy on the turbulent length scale. This
3 [ i 3\//*] B _3_[ . O ] 9 [(1+ B >r* de” ] balance can be different in forced and natural convection
a1 a0 1 a9l o 1T o are problems.

It should be noted that both the molecular viscosity and the

3 r 1 8¢t laminar Prandtl number have been taken into account in the

- — [(1 + ) " ] turbulent form of the equation. Thus the equations are valid

re 99 throughout the laminar, semilaminar, and turbulent regions

of the field [19]. This is also necessary because of the type of

€ {2( dv} )7‘ 2( dvg ) 2 flow considered [7] and the range of Rayleigh number for
k* or* r*o0 which solution is obtained.

=Cyruf

Nomenclature
R = radius of circular
C,,C,,C,,C; = empirical turbulence cylinder Greek Letters
model constants Ra = Rayleigh number B = thermal coefficient of
¢, = specific heat at (Gr+Pr) ) volume expansion
constant pressure R, = radius of ¢ = volumetric dissipat-
D = cylinder diameter pseudoboundary ion rate of turbulent
g = gravitational ac- T = temperature= 7+ T’ kinetic energy
celeration Ty = wall temperature f = circumferential (an-
Gr = 8p*gBRY(T,, —T.) T, = ambient temperature gle) coordinate
/u? v, = radial velocity A = thermal conductivity
k = turbulent kinetic component = U, + v/ 4 = molecular viscosity
energy = vy = circumferential vel- = turbulent viscosity
(/2w ? +vi? +v?) ocity component = g, p = density
! = characteristic length +vg Yy = stream function
scale of turbulence v, = velocity component w = vorticity
Pr = Prandtl number in the axial direc- ¢ = turbulent Prandtl
r = radial coordinate ' tion=0+uv, number
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Boundary Conditions

A vertical symmetry plane exists along the center of the
cylinder because of the uniform cylinder wall temperatures
considered. The problem is thus solved only for the vertical
half plane. The two boundary sections considered are the
cylindrical wall and a pseudoboundary sufficiently far away
from the cylinder.

The time-averaged stream function is constant along the
wall as well as along the lines of symmetry. The stream
function is set equal to zero on these two boundary sections.
The time-averaged vorticity is an odd function about the
symmetry lines and equals zero on the symmetry lines, where
the angular derivatives of the temperature, the turbulent
kinetic energy and its rate of dissipation are assumed to
vanish.

An expression for the vorticity boundary conditions on the
cylinder wall can be obtained by expanding the stream func-
tion near the wall, using a three-term Taylor series and
making use of the continuity and the no-slip condition. Thus
on the symmetry lines,

0T ok der

* e * — =0 8
A VR T H 7 ®
On the cylinder surface,
-2y
F =0t = ——— 2 T* =1 9
\b 0’ w (AI‘*)Z ( )

where ¢ is the value of the stream function at a short distance
Ar* into the fluid.

The near wall region poses some special problems in the
numerical computation of turbulent flows. Close to a wall the
variations of the flow properties are so steep that a very fine
grid is required in the region for accurate calculations. In
order to predict the behavior of the flow near the wall,
particularly in the viscous sublayer and in the regions
downstream; i.e., towards the bottom of the cylinder where
the flow is essentially laminar (for the range of Rayleigh
numbers considered), the effects of nonisotropic dissipation
(if the value of dissipation is set equal to zero at the wall) and
molecular viscosity must be taken into account. The latter has
been done by the inclusion of the molecular viscosity in the
diffusive terms in all of the transport equations. The value of
k* is set equal to zero on the wall. However, the value of ¢* is
difficult to assign on the walls because e ~k32/I with k and /
being both zero at the wall. The rate of dissipation of tur-
bulent kinetic energy near the wall is fixed by the requirement
that the length scale vary linearly with the distance from the
wall. Thus on the cylinder surface

C 3/4 k*3/2

k*=0; e = —* "ET

K Ar

with the subscript p representing the nearest grid point from

the wall, and « is the Von Karman constant having a value of

0.42. This has been used as the boundary conditions for e*

near the wall and hence the ¢* equation is solved in a reduced
area excluding the wall.

The necessity to limit the size of the solution domain
requires that a pseudoboundary be defined in the far field. A
concentric cylindrical pseudoboundary with a radius R, is
considered in the far field. Its size is determined such that
variations in R, had minimal effect on the flow field
solutions. It is assumed that the velocity component in the
circumferential direction, along the pseudoboundary is zero
implying that in the far field, all flow must be in the radial
direction if the domain is properly chosen, making the stream
lines normal to the boundary. This boundary condition is an
approximation and has been successfully used in predicting
laminar natural convection [1, 3, 18]. It is expected that the
small inaccuracies in this assumption will not have a major

(10)
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influence on the near-field solutions. Temperature of the fluid
drawn into the flow field is the same as the ambient tem-
perature. Turbulent kinetic energy and its rate of dissipation

_ is again negligible for the fluid drawn in to the flow field.

However, a generalization along the entire boundary cannot
be made since the distributions of the temperature, turbulent

. kinetic energy, and its rate of dissipation along the section of

the boundary where the plume crosses is not known a priori.
It is assumed that the T*, k*, and ¢* gradients normal to the
pseudoboundary are zero, indicating that convection is the
dominant mode of transport for the above flow variables,
i.e., along the pseudoboundary,

ay* dw*  9T*  9k*  0Oe* —0
art arr ot e arr

(an

Solution Procedure

The five governing equations, (3-7), are transformed into
finite difference equations by using a finite-difference method
in polar coordinates introduced by Gosman et al. [22] and
recently applied to a forced flow across tube bundles by
Launder and Massey [23] and to natural convection flow by
Farouk and Giigeri [1]. Instead of using standard Taylor
series expansions, the finite difference equations are obtained
by integrating the governing differential equations over ar-
bitrarily small finite cells. A successive substitution technique
is employed to solve the finite difference equations. The finite
difference procedure adopts an ‘‘upwind difference”
treatment of the convective terms and the difference equations
are solved by a point iteration method.

A grid is established by dividing the region in the r and @
directions. A 41 X 51 grid is considered for the computations.
Since the boundary layer tends to become very thin at the high
Rayleigh numbers, the grid points have to be closely placed
near the cylinder surface. This was ensured by successively
reducing the node spacing in the r direction as the wall is
approached. The node spacings are reduced by a factor of 2
after every eight divisions. The angular grid lines are spaced
every 4.8 deg, except in the region of the plume where a 2.4
deg angular spacing is used.

Due to the relatively large variations of the source terms of
k* and e* equations during initial iterations, divergence was
encountered. This was remedied by using underrelaxation
[22].

The ratio of the outer radius to the cylinder radius was
limited to 2 for the computations done. Even though for the
range of Raleigh numbers considered a thin boundary layer
forms close to the cylinder surface, the position of the outer
boundary has an effect on the results if it is not set far enough
from the surface of the cylinder. Further reduction of the
ratio of the outer radius to the cylinder radius to 1.75 caused
slight variations of the results in the far field, whereas heat-
transfer predictions were essentially unchanged.

The computations were performed on a Burroughs B7700
digital computer. To obtain convergence about 400 in-
terations are needed.

Results and Discussions

All results presented in this section are for air with
Pr=0.721 in Rayleigh number range of 5x 107 to 10'°. The
rate of heat transfer, which is most important from a practical
viewpoint, is compared with two empirical correlations,
which are given as [8]

Ra ] 1/6 (12)

Nu!/2 =0.60+O.387[
! [1+(0.559/Pr)*/16116/5

and [9]
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2
Inl 1+

(13)

Pr

in Fig. 1 through Nu versus Ra plots. Though there are several
available correlating equations in the literature with sub-
stantial variations in predicting the average Nusselt number in
this range of Rayleigh number, the present results fit the
correlation of [9] most closely. Figure 2 displays the effect of
the Rayleigh number on the angular distribution of the local
Nusselt numbers for the isothermal cylinder. For Ra =108,
where the flow is essentially in the transition zone, the
distribution of Nusselt number is found to be similar in shape
to that obtained for laminar flows [1, 2] except for a slight
hump close to the plume indicating the onset of turbulence.
For higher Rayleigh numbers the effect of turbulence is more
pronounced, thus causing higher average Nusselt numbers.
The peak in the curves shifts to lower values of the angle ¢
with increasing Rayleigh numbers.

Time-averaged results for temperature, stream function,
turbulent kinetic energy, and turbulent viscosity are shown in
Figs. 3(a), 3(b), 4(a), and 4(b) for Ra=10% and in Figs. 5(a),
5(b), 6(a), and 6(b) for Ra=10. At these large Rayleigh
numbers, a thin boundary layer forms around the cylinder
which is in agreement with the Schlieren photographs
presented by Hermann [3], where he refers to the layer as the
‘“‘caustic curve’’, However, the development of the plume
makes boundary-layer assumptions invalid and the full
Navier-Stokes equations need to be considered. Examining
the stream lines, it becomes evident that the majority of the
flow approaches the cylinder from the side as opposed to the
bottom. Similar behavior was also observed by other in-
vestigators [1, 2] even for laminar flow at high Rayleigh
numbers. The radial temperature gradients are very high close
to the wall, but at larger angles the turning of the flow greatly
alters the temperature distribution. The thermal boundary
layer thickness is essentially infinite at the center of the plume.
The turbulent viscosity is maximum near # = 150 deg, close to
the wall for the range of Rayleigh number considered. Its

500 !
Il
i
[
;
400f =—— Kuehn and Goldstein (9) ]
------ Churchill and Chu (8) K
®  Present method /

300

200

100

Fig. 1 Average Nusselt number as a function of Rayleigh number for
an isothermal cylinder
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value is about five times the molecular viscosity at Ra= 108,
about twenty-two times at Ra=10° and nearly 115 times at
Ra=10'". The turbulent viscosity is also higher along the
center of the plume as expected. Towards the bottom of the
cylinder and at the far field (except the plume region), the
turbulent viscosity becomes negligible in comparison with the
molecular viscosity. As the Rayleigh number increases, the
value of turbulence viscosity becomes higher as can be seen by
observing Figs. 4 and 6. This is consistent with the ob-
servations made by Fraikin et al. [15]. The turbulent heat flux
is modeled here as being proportional to the vertical tem-
perature gradient, Thus, buoyancy causes dissipation and not
production of turbulent kinetic energy in the bottom (up-
stream) region of the flow domain. Both buoyancy and shear
contribute to the production of turbulence in the upper region
close to the wall and the plume. This explains why turbulence
becomes high at these regions.

The value of £* is significant near the wall at large values of
the angle 6 and at the plume as is the case for p*. The contour
plots of e* are not shown as the value of ¢* at any point can
readily be found using equation (1).

Time-averaged angular velocity distributions at Ra=10?
are shown in Fig. 7. The angular velocity distributions for 30
deg < 0 =< 150 deg are similar to those obtained using
boundary layer approximations to predict turbulent natural
convection about a vertical flat plate [14]. However, for § >
150 deg, the plume begins to form and the angular velocity
drops to zero at 180 deg. Radial velocities are fairly small and
uniform (not shown) around the cylinder but are considerably
larger in the outer portion of the boundary layer where the
flow is moving away from the cylinder. The angular velocity
profiles near the wall also can be used in checking the suf-
ficiency of the grid spacing near the wall. As an example, for
Ra=10? at 6 = 150 deg, there are five points of the grid inside
the maximum angular velocity and three points for Ra = 1010,
The grid used seems sufficient for the Rayleigh number range
considered. A more refined grid is needed, however, for
higher Rayleigh number predictions.

Nu/(Ra)”*

1 1 1 1 1 J
o.oo 30 60 90 120 150 180

Angle (degrees)

Fig. 2 Influence of Rayleigh number on local heat-transfer coef.
ficients for an isothermal cylinder
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$*=0.0

Fig. 3(a) Isotherms for turbulent natural convection, Ra=108, Fig. 3(b) Streamlines for turbulent natural convection, Ra=108,
Pr=0.721 Pr=0.721

=
w*=1.0
I ,u.*=2 0]

Fig.4(a) Constant turbulent kinetic energy lines, Ra =108, Pr=0.721 ' Fig. 4(b) Constant turbulent viscosity lines, Ra= 108, Pr=0.721
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Fig. 5(a) lIsotherm for turbulent natural convection, Ra=10%, Fig. 5(b) Streamline for turbulent natural convection, Ra=10°
Pr=0.721 Pr=0.721

K*=10° =l

k*=10®

K*=3x10°
K*=6x108

k*= 107, /

\\-
e

Fig.6(a) Constant turbulent kinetic energy lines, Ra =109, Pr=0.721 Fig.6(b) Constant turbulent viscosity lines, Ra=10%, Pr=0.721
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Table2 Results of sensitivity study for C; at Ra=10%

C3 Nu ‘p:nin H?max k:nax E[*nax
1.447 48.60 —500.1 540 1.26x10% 4.19x10%0
C3 +20% +1.9% +2.8% —5.92% —-3.93% —3.84% -
C3+10%  +0.85% +1.6% —2.86% —1.78% —2.17%
Cy—10%  —1.5% —0.64% +4.1%  2.51%  +2.38%
Cy-20% —2.89% —1.53% +54%  4.12%  +3.93%

¥ The reference value for Cy,ie.,C3=C)

Turbulent kinetic energy profiles are shown in Fig. 8 for
Ra=10°. No experimental or numerical data could be found
for comparing the above results; however, qualitatively the
agreement of these results with the vertical flat plate solutions
[12-14] (except at the plume) is good. For the turbulent kinetic
energy, no sharp peak was observed within the region where
the angular velocity becomes maximum. The peak is found to
occur further outward (excluding the plume). This is con-
sistent with the results obtained by Plumb and Kennedy [14]
for a vertical flat plate. An energy balance computation
showed that the rate of net energy flow along the
pseudoboundary was within 5 percent of the energy input
from the cylinder to the fluid. Hence the truncation errors
caused by the “up-wind’’ differencing were indeed small,

A sensitivity study was undertaken to determine the sen-
sitivity of the results on the choice of C;. Table 2 shows the
effects of variations in C; on the mean Nusselt number,
minimum stream function, maximum turbulent viscosity,
maximum turbulent energy, and maximum dissipation rate. It
is found that the variations on the heat transfer and
streamline values are small but the effects on the turbulence
guantities are higher; however, they are much smaller when
compared to a similar sensitivity study for natural convection
in the annulus between horizontal concentric cylinders [17],
especially when C; > C,. This result is expected as for the
concentric cylinder case, at the top of the region the boundary
layer becomes close to horizontal.

The shortcoming of this k-e model is that it gives no in-
formation about the temperature fluctuations. The turbulent
heat fluxes are obtained using the turbulent Prandtl number
approach. An additional transport equation for 7’2 can be
used but this would again introduce additional empirical
constants which need to be optimized by experimental data.
For Rayleigh numbers greater than 10'° finer grids become
necessary to describe the flow in the region inside the
maximum angular velocity, increasing the computation time
and storage. This can be avoided if appropriate wall functions
are used. Wall function expressions developed for vorticity
and temperature for forced flow problems [19] have so far
yielded poor results when applied to the present problem.

The application of a k — ¢ turbulence model to the natural
convection from an isothermal horizontal cylinder has been
successfully demonstrated. An apparent advantage of the
present method is that detailed information on the velocity
and temperature fields along with a measurable turbulence
quantity, the turbulent kinetic energy are obtained. The ef-
fects of the thermophysical properties of the fluid on the heat
transfer and flow characteristics can be easily investigated at
the turbulent regime. It is observed that measurements of
local mean temperature, velocities, and turbulence quantities
are needed to further validate the model.
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Fig. 7 Angular velocity profiles near cylinder surtace, Ra=10%,
Pr=0.721.
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Fig. 8 Turbulent kinetic energy profiles near cylinder surface,
Ra=10%, Pr=0.721
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An Experimental Investigation of
Merging Buoyant Jets in a
Crossflow

Merging buoyant jets discharged in a crossflow were investigated experimentally
using a unique visualization technique. Salt water jets were discharged from a
constant head tank while being towed in an inverted position at desired rates
through stagnant receiving water. Visualization of the jet cross section was
produced by using fluorescent dye and a vertical slit light source. The results were
Dphotographed as a sequence of instantaneous cross sections taken by a motor-driven
camera. Maximum heights, widths, and the vertical cross sections of the deflected
Jjets were determined for different ratios of crossflow velocity to discharge velocity,
number of discharge jets and discharge nozzle line orientation. Horseshoe shaped
cross sections were observed in the cases of a single jet and multiple jets where the
crossflow velocity was parallel to the line of discharge ports, but the horseshoe

pattern was not clear when the cross flow was perpendicular to the line of multiple
Jets. The wake behind the multiple jets in the crossflow exhibited a distinct trailing
vortex sheet.

Introduction

Jets have been the subject of investigation for many years
with entire textbooks being written on the subject [1, 2, 3]. A
concise state-of-the-art review of thermal plume modeling
techiques is presented in {4]. Excellent reviews of single port
discharges are found in [5] and [6]. An investigation of

submerged multiport diffusers in shallow water is reported in 30 m -

[7]. Analytical models of multiport discharges in deep VERTICAL SUIT 450

receiving water and the atmosphere are given in [8, 9]. . v / CATRA
Multiport buoyant discharge into a crossflow was investigated / -
experimentally in {101, simulating an infinite line of ports. %_ M__ £
Data for a finite number of ports with buoyant discharges but LICHT T
having no ambient crosscurrents are reported in [11]. In the SOURCE i 0.8 M
present investigation an effort was made to determine the ({‘ ,

characteristics of a finite number of buoyant jets discharging \/|

perpendicularly into a uniform crossflow. The influence of l Ty T T T T

the number of discharge ports and the direction of the '

crossflow was also studied. Unusual visualization techniques

were used to show the three-dimensional picture of the TLLUMINATED

merging buoyant jets in a crossflow. The discharge jets were /

marked with fluorescent dye and illuminated by a thin plane PLAE

light source as shown in Fig 1. The illuminated cross sections ‘%1/
Y ]

1, / TOWING
1 DIRECTION

N B MK

DISCHARGE TANK WITH

ILLUMINATED NOZLES

PLANE

Fig.2 Visualization and recording technique

were photographed in a timed sequence to provide a complete
history of plume growth.

Reviews of different visualization techniques for use in
gases and liquids can be found in [12, 13], and in [14, 15] for
use in water only. Reference [16] presents abstracts of
numerous applications of these techniques.

Fig.1 Definition sketch showing coordinates and angle .
Experimental Procedure

The experiments were conducted in a towing channel 12.1 m
long, 0.61 m wide and 0.91 m high (Fig. 2). A salt water
discharge tank was towed on rails above the receiving channel
by a cable and adjustable speed motor drive. The discharge

Contributed by the Heat Transfer Division and presented at the ASME
Winter Annual Meeting, Chicago, [llinois, November 16-21, 1980. Manuscript
received by the Heat Transfer Division January 27, 1981. Paper No. 80-
WA/HT-23.
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= 0,0 AXD. =047 EXPOSURE LENGTH = 1.45

Fig. 3 Photograph sequence of illuminated cross sections: N = 7, R
= 0.2,y = 90 deg, distance between exposures = 4.7 dia

tank was airtight except for breather tubes which maintained
a constant velocity head regardless of the liquid level in the
tank.

The salt water passed from this tank through a control
valve into a plenum chamber with a buffer where it was evenly
distributed to each of the discharge tubes. This arrangement
was reported in [11]. In this investigation, tubes 9.53 mm i.d.
and 12.7 mm o.d. were used. They were placed against each
other in a row. This yielded a port spacing to discharge
diameter, L/D, of 1.33. The number of discharge ports used
were 7, 5, 3, 2 and 1. The length of the tubes was sufficiently
long to produce a fully developed turbulent flow at the
discharge point. The row of ports were oriented at 90, 45 and
0 deg with respect to the towing direction. The nominal
Reynolds number and Froude number for all runs were Re =

DISCHARGE PORT

_ WATER LEVEL
DISCHARGE LEVEL
¥ T
10 10
FRAME 6
FRAME 10
e
0 o
D
q
Zojg
i)
FRAME 16
35t
|

RUN 121

4

Fig. 4 Selected contours of cross sections: N = 3, R = 0.2, 6y = 90
deg,andF = 6

2500 and F = 6.0. Salt water with a salinity of 30 ppt was
used in all experiments.

On each side of the towing channel the walls were masked
to form a vertical slit 3 mm wide. The bottom of the channel
in the vicinity of the test cross section was blackened to
prevent reflections. Light sources were placed on opposite
sides of the channel (Fig. 2). The light beams were collimated
by slits near each source thus reducing the beam width before
reaching the channel slits. In this manner the parallel rays of
light were used to form a 3 mm thick vertical illuminated
plane in the water perpendicular to the channel walls and
perpendicular to the direction of towing.

Salt water jets discharged from the tank were colored with
fluorescein dye forming a light yellow-green visible plume.
With the laboratory lights off, only the test cross section was
illuminated. Clean water was used to fill the channel, so the
illuminated section was invisible in the absence of dye. When

Nomenclature
N = number of discharge ports L = distance bet.ween ports Z = rectilinear vertical coordinate
A, = area of jet(s) cross section R = velocity ratio = U, /U, (pointed down in channel)
’ perpendicular to x-axis S = s_ahmty of the jet p, = density of ambient water (in
D, = portdischarge diameter t = time the channel)
F = densimetric Froude number at ~ Up = discharge velocity pp = density of discharging water
outlet, Uy /(g Dg)"? U, = crossflow velocity (ambient, A, = density difference = pg —p,
g = acceleration due to gravity towing) 0, = angle between crossflow and
g’ = reduced gravitational ac- W = plume width port connection line
celeration, X = rectilinear horizontal coor- )
A dinate, downstream Subscripts
g o Y = rectilinear horizontal coor- g = ambient
P © dinate o = discharge

Journal of Heat Transfer

MAY 1982, Vol. 104/ 237

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the plumes crossed the test section, the light rays were
reflected by the dye and made visible. As the tank was towed
with constant velocity, the image on this ‘‘screen’’ represented
the cross sections of the buoyant jets in a crossflow for
particular downstream locations, x/Dy.

To capture the image reflected in the illuminated test
section, a vertical mirror was oriented at 45 deg to the sym-
metry line of the channel, such that the light coming from the
image was reflected by 90 deg out through the unmasked
portion of the channel to the camera. A camera with motor
winder was used to record the sequence of images in the test
cross section.

A typical sequence recorded on the film is shown in Fig. 3
for seven discharge ports placed 90 deg to the flow at a
velocity ratio, U,/ U, = 0.2. The negatives were projected on
graph paper with millimeter coordinates. A picture of a
reference rod was taken in the channel at the beginning of
each run and used to adjust the enlargement so that 5 mm on
the graph paper equaled one discharge diameter. This scale
was then used for data reduction from all frames and all
films. The outline contours of each plume cross section were
sketched on this graph paper as shown on Fig. 4. The average
time between frames was calculated for each run. Using the
known towing velocity, the distance between frames was
calculated and a downstream distance X/D, was assigned to
each frame.

The upper edge, Z,,.«, lower edge, Z,;,, horizontal width,
W/D,, and areas were measured for each frame. Note that
the upper edge, Z .., is furthest from the discharge ports.

60 o r= 05
o R=05 ave)
A R=02 2
Nt 0 R=02 A D
S 40+ @ R= 1.0
g i F=60 % °©
N N=7 o
w 6|=90°OL‘ A n =
O o)
Q - fo) 4 o]
o 20 o
o g 5 on ~H ®
oy §D o ®
a ® ®
D OI 1 1 | 1
0 20 40 60 80

DOWNSTREAM DISTANGE X/D,

Fig.5 Effect of R on upper edge trajectory: N = 7,6 = 90 deg, and F
=6
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Fig.6 Effect of R on horizontal width: N = 7,64 = 90deg,andF = 6
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Results

The main objective of this investigation was to determine
characteristic trends of merging buoyant jets when subjected

to a crossflow. The independent variables and their nominal

values considered in the experiments were:

Variable Symbol Nominal values
Number of ports N 7,5,3,2,1
Velocity ratio R 0.2,0.5,1.0
Angle between crossflow 8, 90, 45, O deg
and line connecting

the ports

The densimetric Froude number was 6.0 for all tests. Not all
possible combinations of the above variables were tested.
Those investigated in detail were grouped into three cases,
with one parameter varying and two fixed. They were:

Case 1 Case 2 Case 3
N=17,0,=90deg R=0.2,6,=90deg R=02,N=7
R=0.2,0.5,1.0 N=1,2,3,57 0, =0, 45,90 deg

The upper edge of the visible plumes were always sharp and
clearly visible, hence, easily traced. The lower edges were
fuzzy in many cases due to several effects. First, the light
reflected from it traveled through a nonhomogeneous
medium due to dyed jets which were moving towards the
mirror. These jets did not block the light path, but distorted
the lower part of the illuminated image slightly. Secondly, the

400
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Fig.7 Effectof R on normalized area: N = 7,0y = 90deg,andF = 6
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Fig. 8 Effect of number of ports, N, on upper edge trajectory: R = 0.2,
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jets acted like a solid body in the flow, producing wake and
vortex shedding effects behind the ports. The wake effects of
the jets were clearly visible, and one could observe the vortex
streets. Again, note should be made that lower means the
position closer to the ports, and should not be confused by the
fact that the pictures were taken in the channel with the
vertical axis pointing downward.

Ambient Velocity Effects (case 1). The upper edge
trajectories for case 1 runs are shown in Fig. 5 with N = 7, 6,
= 90 deg, and L/D = 1.33, with the jets discharged vertically
into the crossflow. The plumes rose to between 5 and 8 dia,
depending on the velocity ratio, R, then would deflect with the
crossflow. Data points for two separate runs for each case are
shown on this and several of the following figures to give an
indication of scatter.

The horizontal widths W/D for case 1 runs are shown in
Fig. 6. Width data were scattered much more than Z,,, data.
Although scattered, they show larger plumes for lower am-
bient current.

The normalized area A,/ (NwDy?/4) shown in Fig. 7 for N
= 7,0, = 90 deg, and L/D = 1.33 shows a nearly linear
dependence between the area and downstream distance and an
increased area with lower velocity ratio.

Effects of Number of Ports (case 2). The upper edge
trajectories for a constant velocity ratio R = 0.2 and 8, = 90
deg, and L/D = 1.33 with varying number of ports shows the
discharge rapidly bending into a straight line for N = 7 and 5
as shown in Fig. 8. The trajectories bend over much more
rapidly for a lower number of ports. The data points on Fig. 8
signified by an ‘“X”’ were extracted from Fan [17] for F = 10,
R = 0.25, and N = 1. The slightly lower trajectory is ex-
pected with higher values of F and R investigated in this
study. The horizontal width W/D, showed little effect by the
number of ports on plume spreading. The normalized area
A,/ (NwDy?/4), shown in Figs. 9 and 10 for case 2 runs,
again shows a linear increase with downstream distance with
much larger areas for N = 1, indicating higher entrainment
rates.

The normalized cross-sectional area of a single jet grew
from 1 at the port exit to = 400 at X/D, = 90, compared to
130 for N = 7. Again, the values marked with an “X’’ were
taken from Fan’s data [17} for comparison assuming a cir-
cular cross section for F = 10, R = 0.25, and N = 1. If we
can, in a first approximation, assume that velocities inside the
jet at X/Dy =90 are only slightly different from ambient
velocity and that concentrations inside the instantaneous cross
section are uniform, the normalized area gives a measure of

dilution.
400r o -, x=DATA FROM FanN'’ 3
o N=3 = = =
. A NIF FelONel Re0.25 g
%300' F=6 o
< R=02 ° X
9 = 90
%200_ I o o y o 0
g o) ?] a & DA
% @ D M A
ﬁaA AA
%) 50 40 60 80

DOWNSTREAM DISTANCE X/D,

Fig. 9 Effect of N on normalized area: A = 0.2, 6; = 90 deg, F = 6,

andN = 1,3,7
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Effect of Port Orientation (Case 3). The shape of the
cross section changes dramatically for different angles of port
orientation relative to ambient current. When 6, = 0 deg (i.e.,
crossflow is parallel to nozzle line), a twin vortex structure is
rapidly formed as shown in Fig. 11. When 6, = 45 deg, the
jets were rolled in space along the x-axis. When 6, = 90 deg,
neither of these effects dominated as seen in Fig. 3. A twin
vortex was observed primarily at the lower towing velocities.

The upper edge trajectory (Fig. 12) is the highest for 8, = 0
deg, where the jets cut through the ambient fluid. The lowest
is for 8, = 45 deg, where the jets are rolled. The normalized

400y
o N=5
A N=5 o)
<z nnl N =2
W300r 3 NI oo
% F =60
R=02 o
lJOJ2OOP ©=90 0
N (@] O A
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Fig. 10 Effect of N on normalized area: R = 0.2, 9, = 90 deg, F = 6,
andN =25

AWD, = 1,68

]
4]

Fig. 11 Photograph sequence of illuminated cross sections: R = 0.2,
N = 7,84 = 0.0, distance between exposures = 4.7 dia
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Fig. 12 Effect of discharge port connecting line orientation, 8¢, on
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Fig. 13 Effect of discharge port connecting line orientation on nor-
malized area: N = 7,R = 0.2, and F = 6

area (Fig. 13) is the highest for 6, = 0 deg, where entrainment
is increased by the large vortex pairs and smallest for 8, = 45
deg, where the plume is rolled.

Correlation of Data. An attempt was made to correlate the
data into empirical dimensionless expressions. It was found
that the rolling action that took place with 6, = 45 deg caused
trends in area and trajectory that could not be correlated.
However, good correlations were obtained for trajectory and
normalized area for 6, = 90 deg. The expression for
trajectory is:

Z/Dy=0.78 R~ 3 NV(X/D,)5
The expression for normalized area is:
A/Ag=149R~ "N~ X/Dy+1

These expressions are valid in the range of R from 0.2 to 1.0,
N from 1to 7, and X/ D, from 0 to 100.

Conclusions

This investigation dealt with merging buoyant jets from a
finite number of ports placed in a line, subject to a crossflow
from different angles. The visualization technique used was

240/ Vol. 104, MAY 1982

somewhat unusual. A plane light beam and motor-driven
camera produced a three-dimensional picture composed of
vertical cross sections through the plume in equal intervals

_ downstream. The picture gave the size and position of the

instantaneous cross section which was averaged slightly by the
finite dimension of the plane light beam and exposure length

.of the illuminated portion of the plume for a particular

ambient velocity. Experimental parameters were chosen so
that the effects of the velocity ratio, R, number of ports, N,
and angle of crossflow with respect to the nozzle line, 8,, were
investigated. :

Correlations for normalized area and trajectory were
obtained which showed a strong dependence on velocity ratio.
At fixed N and 6,, upper edge trajectories, plume widths, and
normalized areas appeared to increase linearly (from W = 10
D on). The normalized areas were larger at lower velocity
ratios.

The effect of variable N on trajectory was minor. However,
the rate of increase of the normalized area reduced rapidly
with increasing &, showing reduced entrainment when two or
more jets compete for the same fluid.

With varying 0, and fixed N and R, the orientation of the
nozzies f; changed the shape of the cross section drastically.
At 0, = 0 deg, the vortex pair was very strong and aided
entrainment of ambient fluid, so the normalized area was the
highest. At § = 45 deg, the jets are rolled in space like a band,
and at 90 deg, a vortex pair was formed similar to the single
port discharge.
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Natural Convection in an Attic-
Shaped Space Filled With Porous
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This article reports an analytical study of natural convection in a wedge-shaped

horizontal space filled with a fluid-saturated porous medium. The study focuses on
the detrimental effect of natural convection on the insulation value of an attic-
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shaped porous layer in “‘winter’’ conditions (cold roof, warm ceiling). The study
reveals the most basic features of the temperature field and flow pattern established
in the porous layer. The study addresses two distinct flow regimes: (a) the shallow
attic limit (H/L—0, Ray = finite, but fixed) and (b) the boundary layer regime

which consists of a boundary layer driven by the sloped (roof) wall plus a core flow
moving slowly along the horizontal (ceiling) wall. Heat-transfer results are
developed for both flow regimes.

Introduction

The objective of this article is to document the phenomenon
of natural convection heat transfer through a fluid-saturated
porous medium which occupies an attic- or wedge-shaped
space. The ‘‘attic’’ geometry is a generic description for all
horizontal porous layers whose upper and lower surfaces are
not parallel. Porous layers with perfectly parallel horizontal
surfaces have been studied extensively during the past thirty
years; as summarized by Cheng [1], the horizontal constant-
thickness layer is of fundamental interest in geophysical fluid
mechanics, geothermal energy extraction, grain storage, and
thermal insulation engineering. The attic or wedge geometry is
equally important in all these applications, yet, this geometry
remains to be investigated.

The engineering focus of the present study is on the thermal
insulation capability of the attic-shaped porous layer. Thus,
for a physically more meaningful presentaton, we discuss the
phenomenon of natural circulation in the context of an attic
filled with porous insulation. In the steady state we identify
two basic sets of temperature boundary conditions: (a)
summer (warm top, cold bottom), when the fluid saturating
the porous material is stably stratified, and (b) winter (cold
top, warm bottom), when the steady circulation of fluid is
possible. The present study focuses on the ‘‘winter’”’ tem-
perature conditions, and seeks to establish the damaging
effect posed by fluid circulation on the thermal insulation
potential of the porous layer.

In winter conditions the attic space is heated from below
and may experience a thermal instability of the Bénard type
[2]. The present study focuses on cases where the porous layer
height is small enough so that the thermal instability is
inhibited.

Mathematical Formulation

Consider the two-dimensional shallow layer geometry
shown in Fig. 1. The two surfaces which are active, i.e., which
fuel the circulation of fluid through the cavity, are at different
temperatures (7¢, Ty) and form an angle e. In accordance
with the “‘winter attic’’ description, the warm surface (Ty)
was chosen as horizontal; however, since the angle € is small,
the heat-transfer results developed in this study apply just as
well to the case when the cold surface is horizontal and the
warm surface is of slope —e.

The equations governing the steady-state conservation of
mass, momentum, and energy at every point in the porous
medium are

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEeaT TRANSFER. Manuscript received by the Heat Transfer Division September
29, 1981.
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where us«, vx, X+, Vs, Px, Tx, are the fluid velocity com-
ponents, the coordinates of each point, the fluid pressure, and
temperature, respectively. Equations (1-4) are based on the
‘“‘homogeneous porous medium model’’ [2], in which the fluid
is regarded as in thermal equilibrium with the solid porous
matrix. Properties p, p, o, and K represent the fluid viscosity,
fluid density, aggregate thermal diffusivity based on the
thermal conductivity of the fluid/porous matrix composite (k)
divided by the ‘‘pc,” of the fluid, and, finally, the per-
meability of the porous medium. For moderate temperature
differences, as encountered in air-saturated porous in-
sulations and in grain storage facilities, the Boussinesq ap-
proximation is appropriate,

p=poll = B(T—Ty)] %)
Combining this statement with equations (2, 3), and

eliminating the pressure P«, we obtain a single equation for
momentum conservation,

Ol x
a}’*

In what follows we rely on equations (1), (4), and (6) to
determine analytically the flow pattern and the temperature
field inside the attic-shaped cavity. Two distinct regimes of

s _ Kgp 0T,
aX* - 14 ax*

©

<
—
f=]

medium

porous

v

ceiling L

Fig. 1 Schematic of a shallow attic space filled with fluid-saturated
porous material
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operation are investigated: (@) the shallow layer limit, and (b)
the boundary layer regime.

The Shallow Layer Limit

The basic features of the buoyancy-driven circulation can
be illustrated by considering the small angle limit (¢ =
H/L—0), In this limit,
preceding section lends itself to a perturbation solution of the
type developed by Walker and Homsy [3] for shallow con-
stant-thickness layers heated in the horizontal direction. We
note that 0(x«) = L and 0(y«) = H, hence, from equation (6),
O(u.) =EKgBAT/v, where AT = Ty—T.. Based on this
observation, we define the following dimensionless variables

x=xi«/L, y=y«/H,

¥, T-T¢

., T= 7
KgBATH?/(vL) Ty—Te (
the streamfunction, ¥,, being defined in the usual manner by
writing usx = 0V¥./0Y4, v« = —0V¥4/dx«. The dimensionless
form of the governing equations is
i NS aT .
o te o7 == o ®
ay dax ox
2 oY 9T 0¥ 9T , 00T &T
R ( ————— ) € 5+ = )
ay dox ox dy ax ay

where Ray is the Rayleigh number based on the maximum
vertical dimension of the porous layer,
KgBATH
Ray = [EPATH (10)
oy
We note that the small parameter appears as €* in equations
(8, 9), hence, we seek solutions of type

¥(x,0) = ¥o(x,y) +¥(x,0) + 4 V6 )+ . . ..

T(xy) = Toley) +EToxy) + Tl )+ . . .. 11

which satisfy the ‘‘isothermal and impermeable walls”’
conditions

il

0

]
i

T 1 and ¥ = 0 aty

T =0 and V¥ = JS(x) (12)

The governing equations (8, 9) and the series solution (11)
illustrate the meaning of the shallow layer limit discussed

I
i

0 aty

the problem formulated in the -

here: the small angle e tends to zero, however, the Rayleigh
number is arbitrary and fixed.
If, as in Fig. 1, the upper wall (the roof) is flat, then the

~ roof shape function has the simple form

Sx)= (13)
It is shown later in this section that the roof shape influences
the circulation pattern in the shallow layer.

The successive terms in the series solution (11) are derived
systematically by combining expressions (11) with equations
(8, 9, 12). For brevity, and since the analytical procedure is
described in detail in references [3, 4], we list the final ex-
pressions obtained for the 0(e°), 0(¢?) and 0(e*) terms:

1 » y
-t (-2, 112
0 6 x2 0 x (14)
1 »? Ray »oy
= ) B et )
2 18 Y x2 2520 SXY x3 +2x5
1/y »\ Ray »
T, = ~(———)— (7 -10~ 32 )
2 3\x X? 360 + (13a)
- 4 293 5 7
¥, = —2_ y2 Yy - o
189 45x2  135x2  30x* @ 42x6
5 7 9
+ RaH< v o2 4 J )
2160 540x° = 945x°  3024x
RaH(
- 0.0247x%y +0.0358
360 Y Y’
5 v 5 9 11
+yz+y4_ y6+y8>
84x 280x 864x 720x
9 ¥y ( »? 7y’ )
= - - - +
T = 25 "o T TR 1080 T 54 T 3600
Ra}, Sy3

yS 2y7 N 11y9 )
206 21x5  504x7

(15b)

Figure 2(a) shows the patterns of streamlines and isotherms

corresponding to the O(e) solution. The slight tilt in the

isotherms gives rise in counter-clockwise motion with a time

scale of order L/us« ~ (L*/a)/Ray. The 0(¢?) terms of this
limiting solution are shown plotted in Fig. 2(b) as stream

- < 02157+ = +

Nomenclature

B = auxiliary parameter, Ra, = Rayleigh number based on L,
equation (38) equation (26)

¢, = fluid specific heat at constant T = temperature
pressure T¢ = roof temperature (cold)

S = roof shape, equation (12) Ty = ceiling temperature (hot)

g = gravitational acceleration AT = temperature difference, Ty

H = vertical dimension ~Tc

k = thermal conductivity of T, = coretemperature
fluid/porous matrix combi- u = longitudinal velocity
nation U = core velocity

K = permeability v = transversal velocity

L = horizontal dimension x = longitudinal coordinate

Nu = Nusselt number, equation y = transversal coordinate
(18) «a = thermal diffusivity, k/(p c,)

P = pressure ‘ B8 = coefficient of thermal ex-

Q = net heat-transfer rate [W/m} pansion

Ray = Rayleigh number based on 6 = boundary layer thickness,
H, equation (10) equation (25)
242 /Vol. 104, MAY 1982

small angle (Figs. 1, 4)

E =

N = top solution parameter

u = bottom solution parameter
(except in equations (2)
and(3) where p = viscosity)

v = Kkinematic viscosity

p = fluid density

Y = stream function

Subscripts

*

1

2

dimensional quantity
pertaining to the top solution
(Fig. 4)
pertaining to
solution (Fig. 4)

the bottom
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function and temperature profiles at x = 1. Unlike in the case
of infinitely shallow layers heated in the horizontal direction
[3], the O(¢?) correction (¥,, T3) is not proportional to the
Rayleigh number Ray. .

While examining the streamline pattern of Fig. 2(a), it is
important to keep in mind that this pattern exists only in the
limit e—0 and that, for the sake of clarity only, the graph
shows an exaggerated angle. Not visible on this graph is the
end-turn region which is infinitely thin (of ordere). The right
end region serves to turn the flow by 180 deg and, assuming
that the x» = L plane is adiabatic, has no effect on either the
intensity of the counterclockwise cell or on the energy con-
vected by it. Note that equations (14) describe the flow and
temperature only in the wedge region (where the assumed
scale (7) apply, i.e., not in the x. = L end region).

The pattern in a symmetric (A-shaped) space consists of
piecing together end-to-end, two shallow patterns of the type
shown in Fig. 2(a). Thus, the symmetric attic has two identical
cells (the left counterclockwise and the right clockwise) which
merge in the middle to form a localized (narrow) updraft right
under the peak of the roof. If the roof changes slope from ¢ to
~ —esmoothly (not abruptly, as in an A-shaped space), then the

updraft is no longer localized but distributed over a middle
region which scales with L. To see this, consider the cir-
culation under a smooth roof, for example

f=sin<1x> (16)
2
The corresponding limiting forms of ¥ and T"are
Y. - T ( T ) »?
0 = 12cos > y —-——. T
sin ( 7 x)
Y
Ty = 1- a7

(3 )
sin{ —

2
Figure 3 shows the cellular flow pattern and the fact that the
end-turn regions now occupy half of the attic length.
Asymptotic solutions of type (11) can be constructed in the
same manner for other roof shapes, f(x).

Regarding the net heat transfer between the two walls, the
isotherms of Fig. 2(a) indicate that conduction is the
dominant mechanism. There is, however, an incipient con-
vective effect which can be calculated from the heat flux along
either surface. First, we define the Nusselt number as

__Q
Y= kLAT/H (8
where Q is the overall heat-transfer rate,
L 3T
S JH(), e
Q 50 ays ) ye=o dx (19)
combining this definition with expressions (14, 15) for

temperature, yields

2
Nu=<1~6~+

3

4¢t dx+ 7 2R
x T360€ A

g

+

4R
i ———RaH> P (20a)

1
1680 ( 1680

Note that the first term on the right-hand side is the con-
tribution due to pure conduction between floor and ceiling;
this term blows up if the two surfaces (T}, T¢) indeed made
direct contact at the tip (x = 0). Realistically, the walls near
the tip of a very shallow porous wedge will reach an average
temperature, between Ty and 7T¢; hence, the tip region will
not contribute to Q. If the length of this inert tip region is /,
then the heat-transfer rate is finite in the pure conduction
limit,

Nu—(l €2+464 >1nL+ 7 2Ra
- 3 a5 )T T aept
¢‘Ray, 541
- 2R )
1080 < 1680 2H)* (208)

We learn that the first convective contribution to the heat-
transfer rate scales with the group e*Ray, exactly the same
way as in the case of shallow constant-thickness layers heated
in the horizontal direction [3].

Fig.2(a) Streamlines and isotherms corresponding to the zeroth-order
solution
I
y
105 L
Ray=10 0] 10 /0
- L S O ) L
-002 0 02
Y, T,

Fig. 2(b) Second-order streamfunction and temperature profifes at x
=1

. o)
Fig.3 Zeroth-order flow pattern under a smooth roof, equation (16)
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The Boundary Layer Regime

In the preceding section we invoked the (e—0, Ray fixed)
limit to discover the basic features of natural circulation in an

attic shaped porous layer heated from below. In the present

section, we focus on an attic-shaped layer with ¢ small but
fixed. We examine the flow of heat-transfer regime when the

Rayleigh number is high enough so that a thin boundary layer-

forms along the driving surface (in this case the top surface,
_which is not perpendicular to the gravitational acceleration
vector).

Figure 4 shows the new formulation of the problem in the
boundary layer regime. From the outset, it must be recognized
that the successful description of boundary layer circulation
in any enclosure depends on how well we guess the conditions
which prevail in the core, i.e., far away from both solid walls
[51.

At this time, there is no experimental or numerical in-
formation we could use to model the core flow. However, the
analytical study of natural convection in rectangular en-
closures has proven the existence of a qualitative parallelism
between the pattern of low-Ra laminar flow in an enclosure
and the natural circulation through a porous medium filling
the same enclosure [6]. This parallelism is illustrated most
vividly by a comparison between the laminar flow in a very
shallow enclosure [4] and the corresponding flow in a very
shallow porous layer {3]. Equipped with this observation, we
relied on recent visualizaton experiments of air circulationin a
triangular space [7], which showed that the inclined (driving)
surface develops a distinct boundary layer, while the core is
pushed (displaced) slowly, as a solid body, in the reverse
direction, ‘

According to the formulation presented in Fig. 4, the
solution is developed in two phases: (@) the boundary layer
flow along the inclined surface, and (b) the matching of this
flow to the core which fills the triangular cavity. We begin
with the boundary layer equations for mass, momentum, and
energy along the top wall; these equations can be put in the
following dimensionless form

6u1 avl
— 4+ — =0 2
ax, 9y @l
Bul . oT
—— = —gine 22
ay, W, 22)
Y., 4

ulﬂ -vlﬂ-—*—ai (23)
ax, ay, ay,*
by writing
Xy =x*l/L, Y1 =y*1/6, u, =u*1/(aL/62) (24)
where 8 is the boundary layer thickness
6=LRa, 2 (25)
and Ra, is the Rayleigh number based on L,
Ra, = KgBATL
av

The symbols appearing in equations (21-23) are defined in
Fig. 4 and in the Nomenclature. The dimensionless tem-
perature T is defined as in the preceding section in equation
.

An exact solution to equations (21-23) is not feasable due
to the nonlinear form of the energy equation. This difficulty
was dealt with in an approximate way, by employing the
Oseen linearization technique pioneered by Ostrach [5] and
Gill [8] for natural convection in enclosures. More recently,
the same technique has been used with success in problems
involving natural convection in enclosures filled with a porous
medium [9-11]. According to this technique, we view the
energy equation (23) as a linear differential equation in which
v, and 87/ 0dx, are replaced by unknown functions of x;, (v,)
and (877/dx,), respectively. Since the geometry is slender and
the two surfaces are isothermal, it is reasonable to take
(8T/dx,) as equal to zero. Consequently, the linearized energy
equation reduces to

PT — 8T
ay,? () )
This form and the two boundary conditions

0 @27

T=0aty,=0,and T—T, asy, —o (28)
recommend a temperature field which is given by
T(x,y1)= —Tee M + T, 29)

In this expression 7, is the unknown core temperature, and A
is an unknown function of x; (or x,).

The velocity distribution u; (x,, y,) follows from equations
(22) and (29),

uy(x;,y;)=—-Ucose+ T, sinee M1 (30)

I
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This expression for longitudinal velocity satisfies the core
flow condition discussed earlier in this section: the core moves
slowly to the right ( Fig. 4) at velocity U (unknown function of
Xi or x;). At this point, we have two approximate expressions
for u, and 7, equations (29, 30), suggested by the linearized
version of the energy equation. Expressions (29, 30) do not
satisfy the real energy equation (23); however, they can be
forced to satisfy equation (23) integrated over the boundary
layer thickness (in the y,; direction). Thus, we obtain the
following relationship between U(x,) and A(x,),

1
UCOSe—iTm sin e

=-) (31)

dx, A

We obtain a second relationship between U and A by
recognizing that the net mass flowrate through any plane x,
= constant must be zero. Integrating expression (30) from y.

= Otoy,,I =X, sin e, yields !

Te

= 32
?" CoseRa, " 32

Parameter x, indicates the location of the cut made by the x,
= constant plane on the horizontal surface (see bottom of
Fig. 4)

1
X) = —— —X5 COS € 33)

CoS €
Equations (31, 32) are sufficient for determining U and A
subject to a yet unknown core temperature 7. Eliminating A
between equations (31) and (32) we obtain

d [ T,

—— [ UPx ——mtaneUx]z
dXz z 2 2

This equation was eventually solved numerically; however, it

is more instructive to proceed from the observation that for a

sufficiently small angle € the second term on the left-hand side

becomes negligible; hence, the core velocity U is given by

T,*?

= 34
Ux, Ra, cos? ¢ (34)

2 173
U= ( —37—‘—‘”4_ )
x; Ra; cos? e

The general solution to equation (34) can be constructed as

(3%

37 2 1/3
U=y or7s)
X, Ra; cos? e i (x2)

where fz (x,) is the necessary *‘correction” function. Sub-
stituting expression (36) into equation (34), we obtain the
differential equation for f

(36)

d 1_f83+3—l/3Bx2I/3f32
Yo _ 37

dx, 32/3
6x, f? - > Bx,*3 f

with f(0) = 1 as boundary condition, and a new dimen-
sionless group

(38)

TWR 1/3
B= ( AL ) sin e
CoSe

The correction function f was calculated numerically, and

representative results are shown in Fig. 5. In the limit x, —0,
function f (x) behaves as

B /x;\
—e 2 (2) -
S5 53

We conclude that as long as 0(B) < 1, we can safely take f =
1 and regard equation (35) as a satisfactory solution for the
core flow in the boundary layer regime.

(39

Journal of Heat Transfer

1or 3
fB i
i I
03
] B=0
Q5r
@) 1 L i 1 1 1 I 1
0 !

Fig. 5 The correction function fg, equation (37), as a function of X2
and B

-0

0 05 1

Xz

Fig. 6 lllustration of streamline pattern in the boundary layer regime
(Ra; = 1000, ¢ = 30 deg)

Finally, from equations (35) and (32) we deduce that the
dimensionless boundary layer thickness (A~') varies as x, %3,

1 _(3x22cose\/‘R—az>”3 (40)

A Te
Physically, this makes sense because the space (including the
top wall boundary layer thickness) must vanish at x, = 0.
Representative streamlines of this flow are shown in Fig. 6
where, for visual effect, we set e = 30 deg.

The boundary layer solution developed so far depends on
the unknown core temperature T,. To determine T, we
must consider the heat-transfer rate along the bottom wall
and set it equal to the heat-transfer rate through the top wall.
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Referring once again to Fig. 4, the governing equations in the
vicinity of the bottom wall are

ou, ov, -0 @1
ax; 3y, B ’
31.(2 aT
—= - — 42
9y, 0x, @2
aT aT ?T
= (43)

Up—— F Uy —— = ———
2ox, " 2oy, | ay?

Noting that the velocity scale is imposed by the driving (top)
surface, equation (24), equations (41-43) have been un-
dimensionalized by defining

x2=x*2/L,y2 =y*2/6, uzzu*z/(aL/62) (44)

where § is the same as in equation (25). The corresponding
Oseen-linearized solution is

uy = U(x,) (45)

Th=(1-Tu)e W2+ T (46)

where 1/u is the dimensionless thickness of the thermal
boundary layer developing along the bottom wall as the slow
core flow sweeps it counterclockwise. Substituting expressions
(45, 46) into the integral of the energy equation (43) [i.e., into
the equivalent of equation (31)] we obtain

d (U
= (=) =n (1)
dxy \ p
Intherange B < 1, equation (47) yields
2 Ra, \ 173
1=(3x2 cos eV aL) 48)
I3 T

The thermal boundary layer along the bottom wall has the
same X, variation as the boundary layer along the top wall,
equation (40).

The continuity of heat transfer between the bottom and top
walls requires

L aT* L/cose aT*
—S k< ) dx =S k( > dx. (49)
0 a,v*2 s, =0 2 Jo ay*1 e =0 1

Combining this statement with the temperature solutions
developed in this section, equations (29) and (46), yields

cos'3e 1

- < 50
® l4cosiBPe” 2 (50)

Therefore, if the angle ¢ is sufficiently small, the core tem-
perature T, reaches the arithmetic average temperature 1/2.

Finally, we are in a position to evaluate the Nusselt number
for net heat-transfer between 7 and T, by natural con-
vection in the boundary layer regime. We use definition (18)
in combination with

= SLk< aT*) d (51)
==, oy Jorw =0 “*
and the result is
Nu=3%3[1+cos'? ¢ -3 Ra, "’ tan e (52)

It is worth pointing out that when ¢ is sufficiently small, the
net heat-transfer rate Q reaches an asymptotic value which is

independent of ¢
0=0.825 kAT Ra, (53)

Thus, in the range B < 1, the only effect of the small angle € i3
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0.5——————”—/T/ Q

a | 10 100

Fig. 7 Numerical soiution for core temperature and net heat-transfer
rate (range 0.1 < B < 100)

to maintain a single cell! in the wedge-shaped porous space:
the actual value of Q does not depend on e.

The present boundary layer analysis was carried out
numerically for values of parameter B in the range 1-100.
Figure 7 summarizes the key results of this numerical ex-
tension. We see that as B increases, the core temperature 7,
increases steadily from the limiting value of 1/2 (i.e. the core
temperature approaches the bottom wall temperature). At the
same time the coefficient in the O ~ k AT Ra, ! propor-
tionality decreases from its limiting value of 0.825 (equation

(33).

Conclusions

In this article we reported an analytical study of the
phenomenon of bouyancy-driven circulation through a
porous material filling a wedge-shaped horizontal space. The
fundamental objective of this study has been to document the
basic features (flow and heat transfer) of the phenomenon.
The engineering objective has been to establish the effect of
natural convection on the net heat-transfer rate across the
porous layer; we examined this effect in the engineering
context of an attic-shaped porous insulation which functions
in winter-type conditions.

The analytical study was carried out in two parts. In the
first part we considered the shallow attic limit (H/L—0) and
showed analytically that the wedge space contains a single cell
driven by the development of nonhorizontal isotherms (Fig.
2(@)). We showed also that in the shallow attic limit the cir-
culation pattern is influenced greatly by the shape of the roof
(Fig. 3). We found that the first convective contribution to the
net heat transport between ceiling and roof scales with the
group Ra,, (H/L)?.

In the second part of this study we developed a solution for
the flow and heat transfer in the boundary layer regime. We
based the structure of this solution on flow visualization
reports of laminar natural convection in an attic space filled
with air [7]: accordingly, we developed a boundary layer
solution for the flow descending along the upper (sloped)
wall, and matched this solution to the solution for the core
fluid displaced slowly along the bottom wall. This analytical
path led to the flow scales in the cavity and for the net heat-
transfer rate. The heat transfer results are reported in chart
form in Fig. 7.

The range of applicability of the present results remains to
be established on the basis of future numerical simulations or
experiments. Regarding the boundary layer regime, we expect
distinct layers to exist when, from equation (29), NH/6 > 1.
For small angles ¢, this condition reads eRa}’> > 1, which

Yas opposed to a multitude of Bénard-type cells as in constant-thickness
layers [2]. :
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means that boundary layers become more distinct as B ex-
ceeds unity (equation (38)). Another limitation is posed by the
potential of Bénard instability: local convection cells may
form when the Rayleigh number based on height Ra;, exceeds
a critical value. This phenomenon remains to be investigated
in a future study.
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Structure of Growing Double-
Diffusive Convection Cells

When a fluid with a vertical solute gradient is heated from a sidewall, layers of
convection cells form along the wall. For an agueous solution of common salt (i.e.,
fixed values of Pr and 1), the convection cells will form along the vertical heated
wall for values of w(=a(q/k)/B(—dS/dz)) greater than ~0.28. This paper
reports the experimental investigation of the structure of the growing convection
cells when a uniform heat flux is applied at the vertical wall. A series of tests was
conducted using a small tank (23 cm high X 16 cm deep X 20 cm wide).
Measurements of the vertical temperature distribution in the fluid at five different
locations were taken continuously along with shadowgraph pictures to monitor the
growth of the convection cells. Based on the set of data thus obtained, the following
characteristics of a growing convection cell were found: (a) A convection cell with
a vertical height, K, grows laterally into the quiescent fluid at a constant speed, U,
and the Reynolds number of a moving front, defined as UH/v, changes linearly
with « on a log-log scale for our experimental range of = = 0.3 — 10. (b) The
vertical averaged temperature inside a growing cell is a linear function of the
distance from the heated wall over a major portion of the cell. (c) The lateral
temperature gradient inside a cell decreases with time, and is proportional to the
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Technical Research Center,

Nippon Kokan K.K.,
Kawasaki, Japan

inverse of the elasped time.

1 Introduction

Convection in the presence of two opposing buoyancy
components is called ‘‘double-diffusive convection,”” and
possesses many special characteristics of its own [1]. One of
the typical double-diffusive convection phenomena is the
formation of convection cells when heat is applied laterally to
a fluid with a vertical solute gradient. When the temperature
of a vertical wall adjacent to the fluid is raised, the portion of
the fluid near the wall starts to rise due to a positive buoyancy
induced by the heat, but the height to which it rises is limited
to a level where the net density of this portion is closer to the
interior fluid. The fluid then starts to flow away from the
heated wall to initiate a laterally advancing layer of con-
vection cells.

The criteria for the onset of cellular convection due to
lateral heating was investigated by Thorpe, Hutt, and Soulsby
[2] for the case of a fluid contained in a narrrow vertical space
between two constant temperature walls (one hot, the other
cold), and by Chen et al. [3, 4, 5] for the case in which the
presence of the opposite wall is not felt by the convecting fluid
near the hot, constant-temperature wall. A similar study for
the case of an inclined wall has also recently been published
by Paliwal and Chen [6, 7].

The stability of cellular convection due to a uniform heat
flux at the vertical wall has been studied experimentally by
Narusawa and Suzukawa [8], confirming that cellular con-
vection develops if a nondimensional parameter, w(=—
o(g/k)/8(dS/dz)), is greater than ~0.28 for an aqueous
solution of common salt with 7 = 9 X 103, and that the
critical value of 7 increases with an increase in 7. Their results
also include the size, H, (i.e., vertical height of a roll cell),
normalized with respect to a length scale, L (=[»
Dr/ga(q/k)]1”), as a function of =, indicating an increase of
H/L with w. Here, « is the ratio of the Rayleigh number (=
ga(q/k)L*/v Dy) to the solute Rayleigh number defined as
gB(—dS/dz)L*/v Dy, and is a measure of the two opposing
buoyancy components.

Double-diffusive convection layers have been observed in
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the ocean [9, 10] as naturally occurring phenomenon, have
been utilized in a solar pond [11] as an engineering ap-
plication, and have also been found to form undesirably in
LNG (Liquefied Natural Gas) storage tanks. When an LNG
storage tank contains LNG with different densities, vertical
density stratification can occur followed by the development
of growing convection cells due to heat leak from the
surroundings into the tank, resulting in a phenomenon known
as “‘roll-over’’ in which a sudden and dangerous increase in
boil-off gases occurs [12]. The purpose of this study is to
investigate the dynamic behavior and structure of growing
convection cells when a uniform lateral heat flux is applied to
salt-water with an initially-linear solute gradient (i.e., a linear
solute concentration change with depth); a study similar in
nature of those conducted by Turner [13], and by Huppert
and Linden [14] (for layer formation when a fluid with a
vertical solute gradient is heated from below), and by
Nekrasov et al. [15] (for layer formation when a fluid with a
vertical solute gradient is heated laterally).

2 Experimental Method

The test tank, 23-cm high X 16-cm deep X 20-cm wide,
consisted of two copper (23 cm X 16 ¢m) and two acrylic
sidewalls with an acrylic bottom (see Fig. 1). The acrylic
plates used for both the sidewalls and the bottom were 1.5-cm
thick, while the thickness of the copper plates were 1.0 mm. In
order to protect the copper plates from corrosion, the side of
the plate in contact with the fluid was Teflon-coated (less than
0.1 mm in thickness). A film heater was attached to the back
of one of the copper plates. The heater was hooked to an a.c.
100-V supply via a digital wattmeter and a voltage regulator.
Since the experiment is aimed at simlating a semiinfinite body
of fluid adjacent to a heated wall, the other copper plate was
left at room temperature. The back of the copper sidewall as
well as the top and bottom of the tank were insulated with
pads of calcium silicate, 25-mm thick. Five copper-constantan
thermocouples were mounted on a traverse mechanism,
motorized in the vertical direction with its horizontal position
adjusted manually.

The initial linear solute gradient in the tank was formed
using the method described by Oster [16]. The linearity of the
initial solute concentration change with depth was checked by
a conductivity gauge, confirming that the deviations of salt
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concentration from linearity were better than +6 percent for
all the data (except near the horizontal boundaries).

The relationship between the applied wattage and the heat
flux into the fluid was obtained beforehand by measuring the
change of temperature in well-stirred water in the tank with a
calibrated mercury thermometer (accuracy ~0.1°C). Based
on the results of these calibration tests, it was concluded that
the relationship was well represented by a linear equation, g
{cal/cm? s] = 0.255 x 1073 W, where W is the applied
wattage, with the deviations of ¢ from linearity being smaller
than =2 percent. The combined effect of these deviations in
the values of (—dS/dz) and ¢ resulted in an estimated
maximum error in the nondimensional parameter, r, of ~8
percent.

When a uniform heat flux is applied at a sidewall so that the
value of « is below the critical value (~0.28 for an aqueous
solution of common salt), cellular convection does not occur
and heat is transferred laterally by conduction. In our
previous experiment [8], the time change of temperature at the
heated wall under subcritical condition was measured for a
given heat flux, and it was confirmed that the measured
temperature change agreed well with the theoretical prediction
(one-dimensional, transient heat conduction into a semiin-
finite body). It was also checked that the uniformity of
temperature along the heated copper plate was quite good; the

Voltage
| m—— . . V
Wattmeter Regulator To A.C.100

A schematic drawing of the test apparatus

deviation of temperature from the average (of measurements
taken at four locations) being less than 0.2°c. Strictly
speaking, under supercritical conditions, the heat flux into a
stratified fluid is different from the heat flux obtained for a
homogeneous fluid; however, since under subcritical con-
ditions the theoretical prediction based on the calibrated
values of the heat flux was excellent, we concluded that the
use of the heat flux thus obtained was quite satisfactory.

Growth of convection cells was monitored by using the
shadowgraph technigue coupled with a still camera.

A typical test run began with the formation of a linear
solute gradient in the tank. The heater as well as timer were
then switched on. By manually adjusting the voltage
regulator, fluctuations of the heat flux were limited to within
~2 percent of the average. As convection cells started to grow
along the heated wall, the set of thermocouples was traversed
vertically through the fluid every ~2-5 min with the chart
recorder yielding vertical temperature distributions at' five
different locations. The traverse speed was ~1-3 [mm/s],
slow enough to ensure that the initial solute gradient was not
disturbed. The vertical length traversed by the set of ther-
mocouples ranged from 2-6 cm, depending on the vertical size
of a cell. The shadowgraph pictures of cell growth were taken
every ~ 2 min. Each test run ended when the cells extended
across approximately 70-80 percent of the width of the tank.

Nomenclature
A = afunction of 7 defined in equation (4)
C, = specific heat at constant pressure
D, = mass diffusivity
D, = thermal diffusivity
g = gravitational acceleration
H = vertical size of a cell
k = thermal conductivity
L = length scale defined [ *Dr ]%
= length scale defined as|{ —————
¢ ga(q/k)
g = heat flux at the wall
Pr = Prandtl number
UH .
Re = —— = Reynolds number of a moving cell front
v
S = solute concentration
t = elapsed time
T = temperature

Journal of Heat Transfer

T. = temperature of the initial quiescent fluid
AT = temperature difference between two walls
U = velocity of a growing cell front
x = horizontal coordinate (distance from the heated
wall)
z = vertical coordinate
1 ap)
o = — — e
o \oT
1 /dp
- (%)
p \aS
v = kinematic viscosity
- ~a( (%)
K a( k p dz
p = density
7 = D,/D; = diffusivity ratio
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Fig.2 Development of convection cells (x = 0.32, H/L = 10.1):(a)t =
20 min; (b) t = 25 min; (c)t = 40 min

Later the height of a cell was determined from the
shadowgraph pictures. For small cells, the size was obtained
by counting the number of cells present in a known vertical
distance, while for cells whose sizes were larger (~ 1.5 ¢cm or
more), the size of each cell was directly measured and
averaged. The deviation of each cell size from the average
value was less than 10 percent for all the data obtained.

3 Discussion of Results

3.1 General Observation of Growing Convection Cells.
Here, based on the results of both the present experiment as
well as those of previous investigations, the general
characteristics of a growing convection cell will be discussed.
Figure 2 shows the development of convection layers for = =
0.32. As can be seen, a series of roll cells starts to form along
the heated wall located on the left-hand side of the pictures,
growing laterally into the fluid with a linear solute gradient. It
should be noted that the vertical height, H, of a cell is
maintained as it grows outward, and that cells are slightly
tilted downward because of the cooling of the heated fluid as
it flows into the outer quiescent body of fluid. Figure 3 shows
a sketch of growing convection cells for the case in which the
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Fig.3 A sketch of the growing convection celis

value of = is much larger than the critical. In contrast to the
case shown in Fig. 2, initial small roll cells (Fig. 3(a)) will
quickly merge to form a layer of outer growing convection
cells (Fig. 3(b)). (See also [8] for photographs of the cell
development for the case in which 7> > 7,.)

Each cell is bounded both at its top and bottom by a sharp
density interface, referred to as a ‘‘diffusive interface.”” The
heat amd mass transfer across a diffusive interface has been
investigated by Turner [17], Wirtz and Reddy [18], and Takao
and Narusawa [19]. It is known that the heat and mass
transfer in the vertical direction is considerably reduced by the
presence of a diffusive interface. As a consequence, the cells
once formed maintain their size for a relatively long time
before any merging among cells begins to occur [3, 4, 15].

In order to distinguish the flow pattern within a given cell, a
small crystal of dye (potassium permanganate) was dropped
into the tank. Figure 4 shows the streak pattern formed after
approximately 15 min. The picture clearly shows that in the
upper part of a convection cell, the warmer fluid flows away
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from the heated wall while in the lower part of the cell the
colder fluid flows from the moving front toward the wall.
(When this picture was taken, the cell fronts, which are not
shown in the picture, have reached a point three quarters of
the tank width.) ’

Figure 5 gives a typical set of raw data on temperature
profiles taken simultaneously at four different distances, x,
from the heated wall. Based on this figure, the following
observations can be made: (a) the temperature inside a cell
decreases as x increases; (b) the vertical temperature
distribution varies smoothly; (¢) the difference between
maximum and minimum temperature decreases with an in-
crease in x; and (d) the approximate heights of the upper (°)
and lower (x) boundaries of the cell decrease as the distance
from the heated wall increases, indicating the downward-
tilting of the cell as was discussed previously.

3.2 The size, H, and the velocity of the moving front, U, of
a growing cell. As might be guessed from Fig. 2, it is difficult
to obtain the location of a cell front from shadowgraph
pictures. However, similar experimental results were reported
by Nekrasov et al. [15]. In their investigation, in addition to
the quantities measured in this investigation, they combined a
laser-optical system with particle tracers to study the fine
structure of motion in the liquid. Their observation shows
that a disturbance of the initial solute concentration gradient
propagates into the undisturbed, isothermal fluid, and that
the propagation speed of this disturbance is higher that the
advance speed of the heated-liquid boundary. The tem-
perature at a fixed distance from the heated wall rises when
the front of a growing convection cell (or the front of the
heated-liquid boundary) reaches that point. Although, prior
to the formation of roll cells, heat is transferred laterally by
conduction, our data showed that the temperature rise at x =
1 cm (the thermocouple location closest to the heated wall)
due to conduction was always less than 0.5° C, with dT/dt!,
much smaller than that due to the arrival of the cell front. A
graph of the locations of a cell front (determined from the
temperature rise at fixed locations of the thermocouples)
versus ¢ (the elapsed time after the heater was turned on) was
constructed for each run, and some typical results are shown
in Fig. 6. From this figure, it can be concluded that the front
of a convection cell grows laterally at a constant velocity, U,
whose order of magnitude in this investigation was 0.1-1.0
cm/min.

At this point, the onset of cellular convection will be
examined in more detail. When heat is applied at a sidewall, it
will be transferred laterally into the fluid by conduction, while
the slow vertical motion of the fluid that will be produced
near the wall does not contribute to this lateral heat transfer.
Also from the analysis by Hart [20], it is known that in-
stability is initiated in a region where the horizontal gradients
of temperature and salinity are nearly the same. In other
words, before the incipient roll cells start to form, heat has to
be transferred into the fluid to produce the horizontal solute
gradient. Since we have shown in our previous work [8] that
the principal parameter for the case of our interest is = and
that for values of 7 above 0.28 convection cells form along a
heated wall, this initial delay of the roll cell formation is
expected to become more significant as the value of = ap-
proaches its critical value of ~0.28. However, Fig. 6 indicates
that this initial delay is negligible for the value of = above
0.32. Similar results are also reported in [15], although direct
comparison with our data cannot be made since their data was
presented in terms of the temperature difference between the
heat wall and the initial isothermal liquid. Figure 7 is the
summary of both the size and the velocity of a growing cell,
plotted against . It should be noted that for lower values of =
( < ~4.0) the rate of increase of U with = is more pronounced
than the rate of increase of H with «, and that for values of 7
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Fig. 4 Flow pattern inside growing convection cells, produced by a
dye-marker (x = 5.99, H/L = 52.1)
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Fig. 5 Measured temperature distribution inside a cell for » = 7.28, ¢
= 10 min, The circles and crosses indicate approximate locations of
the upper and lower boundaries of the cell, respectively.
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Fig.8 Measured growth rate of a convectioncell: 0,7 = 0.32; o, 7 =
064; 0,7 = 1.27, o, 7 = 2.45;X,7 = 6.15; a, 7 = 11.40

above ~4.0, U remains more or less constant while H in-
creases rapidly with =. When the value of 7 was increased to
values above ~ 13, the number of cells produced in the tank
was less than five; two of these having the top and bottom of
the tank as their boundaries, respectively, and it could not be
regarded as a multilayered system, thus imposing the upper
limit in this investigation.

The nondimensional representation for the vertical size of a
cell, H, has been given in [8] as,

H/L=f|(7(', Pr’ T)a (1)
where the reference length scale, L, is a length scale associated
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with the thermal boundary layer along the heated wall. Since
Pr and 7 in our investigation are fixed, H/L then is a function
of m. The present results along with the results reported in [8]
are shown in Fig. 8, confirming the consistency of our present
results with those of our previous investigation. (The test tank
used in [8] was different from that used in this investigation,
and had a dimension of 23.5 cm high X 16 cm deep X 10 cm
wide.) Except near the horizontal boundaries, the measured
heights of convection cells for given values of g and (—dS/dz)
were uniform and small compared with the height of the test
tank. The plotted data in Fig. 8. (which gives consistent
results regardless of the tank width), along with the fact that
there was no horizontal density gradient in the direction
perpendicular to the moving cell front, suggests that the
motion was two-dimensional as was assumed a priori.

Similarly, the lateral penetrations of a layer of convection
cells into a body of quiescent fluid for a fixed value of =, can
be described by U, H and three diffusivity quantities of D,
D, and », which in turn form the following relationship
among four nondimensional quantities,

Re=UH/v=f,(x, Pr, 7). 2)

A summary of our experimental results in Fig. 9 shows a
linear relationship in a log-log scale between Re and = for an
aqueous solution of common salt with a slope of ~1.2. (See
Table 1 for complete listing of the data.)

3.3 Lateral Temperature Distribution Inside a Cell. Figure
10 is a typical set of data, showing the average temperature
variation inside a cell as the cell expands laterally from the
vertical heated wall. The average temperature is defined as the
temperature averaged vertically across a single cell at a fixed
value of x. Based on the data analysis such as indicated in Fig.
10, the following general observations were made: (i) The cell
can be divided into three regions: () the boundary region near
the heated wall (where the cold fluid is heated and flows away
from the wall); (b) the central (or core) region (where the flow
is more or less parallel to the direction of the cell growth, Fig.
4), and (c) the region near the moving cell front in which the
warmer fluid flowing in the upper part of a cell penetrates into
and mixes with the quiescent fluid and is thus cooled to
produce a colder fluid moving towards the heated wall. (ii):
The temperature of the central region of the cell changes
linearly with the distance from the wall with the slope, d7/dx,
decreasing with time.

The above observation is consistent with the analysis
reported by Bejan and Tien [21]. Although their study differs
from the present one in that it deals with steady-state con-
vection between two constant temperature walls, it shows that
as the aspect ratio (the ratio of H to the horizontal length of a
growing cell) decreases the central region occupies the major
portion of the cell, and that the lateral temperature variation
in the central region is linear with respect to the distance from
the heated wall.

Based on the assumptions that (@) there is no net heat leak
into a cell through the upper and lower bounds of a cell, and
that (b) there is a constant solute concentration inside a cell
(the validity of these assumptions have been discussed
previously), the conservation of energy with a growing cell as
a control volume can be written as follows,

vt
% [So e, (T(t,x) =T, )de:, =qH 3)
where (T(f,x) — T,) is the temperature difference between
the fluid inside a cell and the quiescent fluid into which the
cells are growing. If we further assume that the lateral change
of the vertically averaged temperature is linear with respect to
the distance from the heated wall, then,

T(tx)=Te=A(t) (x—Ut) 4)
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Table1 Listing of the experimental data

q., —dS/dz T o H U
Test No. [cal/cm“es) Iwt%/cm) 1°C) T [cm] H/L [em/s) Re
1 0.00765 0.303 4 0.32 0.75 10.1 0.0018 0.089
2 0.0117 0.283 S5 051 0.81 12.0 0.0021 0.112
3 0.00612 0.221 18.0 0.64 0.82 127 0.0023 0.162
4 0.00765 0.120 5 073 1.09 14.6 0.0028 0.214
5 0.00561 0.088° 14.0 1.03 1.20 16.5 0.0029 0.274
6 0.0122 0.215 17.5 1.27 0.98 18.0 0.0042 0.322
7 0.0331 0.300 8 1.80 0.95 198 0.0088 0.584
8 0.0311 0.233 9 1.99 .11 22,5 0.0100 0.776
9 0.0255 0.218 16.1  2.45 1.11 240 0.0086 0.772
10 0.0245 0.133 13.3  3.00 1.48 294 0.0108 1.220
11 0.0688 0.301 114  3.99 1.31 33.8 0.0165 1.566
12 0.0408 0.218 18.6 4.40 148 375 0.0160 2.059
13 0.0612 0.226 14.0 5.15 1.77 459 0.0155 2.127
14 0.0969 0.292 11.2 599 1.84 52.1 0.0200 2.647
15 0.0510 0.113 13,3  7.28 2.28 543 0.0147 2.539
16 0.0510 0.088 11.9  7.88 3.19 723 0.0150 3.518
17 0.0535 0.080 12.5 9.54 3.53 82.2 0.0205 5.400
18 0.0663 0.116 154 10.50 3.10 82.0 0.0145 3.596
19 0.0663 0.081 12.2 11.40 4,32 105.0 0.0155 4.960
20 0.1000 0.105 10.4 11.70 473 122.0 0.0126 4.230

t = 18 min.

T-T.(c)

— T . T

-
0 2 4 6 8 10
Distance from the Heated Wall (cm)

Fig. 10 A typical temperature change inside a growing cell from the
measurementat = = 5.15

Substituting equation (4) into equation (3), and then in-
tegrating the resulting equation, one obtains,

dT 2q )

(dX )/( oc, U? i )
Equation (5) indicates that for given values of g and U, the
change of the lateral slope of the average temperature inside a
cell is proportional to 1/¢. The results of our experimental
findings along with equation (5) are plotted in Fig. 11. The
values of dT/dx of the data points used in Fig. 11 were ob-
tained from the least square fitting of the data such as that
shown in Fig. 10. Examination of Fig. 11 reveals that the data
agrees well with equation (5) for relatively small value of 1/¢
(i.c., after a long period of elapsed time), confirming that the
assumption of no net heat leak into a cell in the vertical
direction is quite adequate to describe the development of
cellular convection over a long period of time. However, at
the beginning of cell formation (i.e., large 1/¢), the data
deviates significantly from the prediction made by equation
(5), especially for large values of 7 (>2). This is because the
size, H, of a cell increases with , and at the beginning of cell
formation the aspect ratio is still large, making the assump-
tion of linear temperature distribution over a major part of
the cell invalid.

4 Conclusion

When a uniform heat flux is applied laterally to a fluid with
a vertical solute gradient, layers of convection cells grow from
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Fig.11 Measured variation of the horizontal temperature gradient in a

growing convectioncell: 0,7 = 0.32; 4,7 = 051 ¢, 7 =064, 0,7 =
127, 0,7 = 245;X, 7 = 5.15; @, 7 = 7.28; 2,7 = 11.40

the heated wall. The vertical height of a single cell, H, nor-
malized with respect to L is a function of =, Pr and 7. Since
the net vertical heat and mass transfer into each cell in this
layered structure is nearly zero, the cells once formed
maintain their vertical size over a long period of time. These
cells grow laterally into the quiescent liquid at a constant
speed, U, and the Reynolds number defined as UH/» changes
linearly with = on a log-log scale in our experimental range of
x = 0.3-10.0. It was also found that the vertically averaged
temperature inside a growing cell is a linear function of the
distance from the heated wall over a major portion of the cell,
and that the lateral temperature gradient inside a cell changes
with time and is proportional to the inverse of the elapsed
time.

Although the number of phenomena, which can be ex-
plained by double-diffusive convection, is increasing, this
study focuses on the *‘roll-over’’ phenomenon in LNG storage
tanks. (See Huppert and Turner [22] for a more com-
prehensive survey on applications of double-diffusive con-
vection.) Once double-diffusive layers are formed in an LNG
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storage tank, heat energy is accumulated effectively in these
layers, giving rise to a sudden overturning or “‘roll-over.”” The
results of this investigation will help understand the

mechanism of these growing convection cells due to lateral

heat flux.
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Detection of the Malkus
Transitions in Free Convection

This paper presents the results of an investigation concerned with measurements of
the scale-size of the flow patterns near the so-called Malkus transitions. The flow
patterns in a heated fluid layer were photographed at various Rayleigh numbers and
these photographs subjected to quantitative analysis using an optical correlation

computer. The results showed that the method provides a very sensitive technique
Jor locating the transitions. Transitions reported by other investigators have been
confirmed for Rayleigh numbers between 5.0 x 10° and 1.0 x 10°, and an ad-

ditional, previously unobserved,

transition has been detected. Heat-transfer

measurements were also made. This data demonstrated the limitations, compared
to the optical method, of this approach to the detection of transitions.

Introduction

The transition points in the heat-transfer curve first
reported by Malkus [1] have been related to the development
of turbulence in horizontal fluid layers in gravitational fields.
Turbulence in such systems is of particular interest because its
growth can be much more easily observed and characterized
than in the cases of pipe and channel flows.

In spite of numerous investigations to date, the existence of
the Malkus transitions is still controversial because the
changes in the slope of the heat-transfer data used to find
these transitions have been small relative to the precision and
accuracy of the measurements, and have therefore been
challenged on various grounds.

The present study was designed to independently check the
existence of the transitions using an optical correlation
technique. This technique has been shown to be quite effective
in quantitatively characterizing such diverse systems as solar
granulations, free convection, and turbulent two-phase flows.
The optical correlation computer used here measured the scale
size of the flow patterns in the heated fluid layer. This scale
size will be seen to be Rayleigh number dependent, and its
characteristic behavior will be used to find the transition
points.

Previous Investigations—Theoretical

The essential problem in devising a theory of turbulence is
the calculation of such quantities as the distributions of the
mean temperature and the mean velocity, and, hence the
determination of the shear stress and heat transfer at the
boundaries of the system.

It is the usual practice to express the temperatures and
velocities as the sum of a mean part and a fluctuating part.
However, on introducing these into the governing equations,
it is found that there are always more unknowns than
equations. In these circumstances assumptions must be made
to obtain a solution. One such set of assumptions was
proposed by Malkus [1] in 1954. These were based on ex-
perimental observations that he had made of the flow in a
heated fluid layer.

Malkus’s experiments involved the measurement of the
relation between the heat transfer through a fluid layer and

Contributed by the Heat Transfer Division and presented at ASME Winter
Annual Meeting, Chicago, Illinois, November 16-21, 1980. Manuscript
received by the Heat Transfer Division March 23, 1981, Paper No. 80-WA/HT-
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the temperature difference between the upper and lower
surfaces. He found that the relation between the heat transfer
and the Rayleigh number (Ra), which is a dimensionless
temperature difference, was not smooth but had sharp
changes in slope at particular Rayleigh numbers' (see Table
1). Malkus associated the slope changes with transitions from
one type of fluid flow and temperature distribution to another
velocity and temperature field. Specifically, he proposed that
at the transition Rayleigh numbers additional solutions of the
governing equations became unstable, and in doing so con-
tributed an extra amount of transferred heat. The appropriate
solution to the governing equations therefore seemed to
depend on a stability criterion.

In the solution the horizontal flow field was assumed to be
spatially periodic and to be generated by the solution of the
marginal stability of a disturbance on a linear temperature
distribution. According to Malkus’s calculations [3}, as the
Rayleigh number increased successive solutions were added to
the complete solution. The calculated heat transfer then had
the discrete character required by observation and the
transitions occurred, within a relatively large uncertainty, at
the same Rayleigh numbers as observed in the experiments.

The use by Malkus of linear stability theory to calculate
wave numbers in a turbulent flow is not physically very
satisfactory. In addition, Malkus also required that the wave
numbers correspond to maxima in the heat transfer and that
the temperature gradient in the fluid layer nowhere be
negative. Both these requirements have been shown to be
incorrect on experimental [4, 5] and theoretical grounds [5].
In fact, no criterion for wave number selection has yet been
found. On the other hand, the appearance of successive
modes in the heat transfer is plausible in view of Malkus’s
experimental observations. This prompted Howard [6] to
investigate the development of turbulence using those
elements of Malkus’s theory that seem physically realistic.
This approach to turbulent flow in a heated fluid layer has
been extended by Busse [7] and by Chan [8]. The calculations
by Chan, which depend on a limited number of simplifying
assumptions, are in quite good agreement with the ex-
perimental data on the heat transfer through a heated fluid
layer. In these circumstances it seems reasonable to conclude
that, even though Malkus’s calculations are in many ways

TSchmidt and Saunders [2] had earlier observed a slope change corre-
sponding to the transition from laminar to turbulent flow.
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Tablel Comparison of the observed transition Rayleigh numbers reported in the literature

Catton Willis &
Transition Malkus (Theory) Deardorff Krishnamurti Carrroll*
No. (1] 9] (10 (1, 12] [13]
1 1.7 x 10° 1.708 x 10° 1.75 x 10 1.75 x 10° 1.7 x 103
2 1.8 x 104 1.761 % 10* 2.4 x 10* 2.2 x 10* 2.3 x 104
3 5.5 7.57 5.6 6.0 5.5
4 1.7 x 10° 1.8 x 10° 1.79 % 10° 1.3 x 10°
5 4,25 2.20 x 10° 4.1
6 8.6 5.10 8.3 6.0
. Prandtl No. 6.7 co 0.71 >100 0
Fluid Water Air Silicone oil Air (data
extrapolated)

* Additional transitions were observed at 2.5 — 3.0 x 103, 5.0 x 103, 7.7 x 103, 1.3 x 10%. These were all obtained from examination of the

time variation of the temperature in the fluid layer.

Table 1, continued

This
Chu & investigation
Transition Goldstein** Krishnamurti Brown Threlfall***
No. [14] [15] [16] [17] Computer Heat transfer
1 1.5 x 10° 1.6 x 10°
5.6 9.6 x 10° 9.0
2 2.6 x 10* 2.8 x 10 2.2 x 104 2.3 % 10°
3 5.0 6.0 5.4
6.5
4 1.5 x 10°
5 3.2 x 10° 2.1 2.3 x 103
6 6.1 x 10° 5.5
Prandtl No. 6.7 6.7 0.71 0.8 ~450
Fluid Water Water Air Helium Silicone oil

**Data at higher Rayleigh numbers not included.

***Threlfall saw slight, unconfirmed transitions at Ra = 1.1, 1.6,2.3 x 10° and 5 x 10°®

Note: The following experimental data are not included:

(@) Garon and Goldstein [17] (restricted to Rayieigh numbers higher than 5.9 X 107)
(b) Krishnamurti [15] (used mercury as the experimental fluid—see the section entitled ‘‘Results’’)

physically unsatisfactory, they have provided the essential
features of the very important calculations of Howard [6],
Busse [7], and Chan [8].

Although the theories of turbulent free convection and its
development that are derived from Malkus’s original ob-
servations give results that are in general agreement with
experiment, there is still an element of uncertainty in this
comparison. Malkus’s heat-transfer data do not give entirely
convincing evidence of the existence of the proposed tran-
sitions. The changes in the slope of the experimental curve
relating the heat transfer to the Rayleigh number are slight,
and, in view of the inherent uncertainty in the measurements,
subject to various interpretations. Nevertheless, theoretical
approaches to turbulence based on Malkus’s work are very
attractive, both intuitively and because of their computational
advantages. Therefore, because Malkus’s theoretical ideas
rely strongly on the concept of heat-transfer transitions, it is
very important to verify their existence and investigate their
character.

Previous Investigations—Experimental

There have been a number of attempts to verify the ob-
servations of Malkus’s original experiment. However, the
existence of the transitions is still not generally accepted, and
even where transitions have been shown unambiguously to

exist, there is disagreement about their locations (see Table 1
which summarizes the observed transitions?). This situation
arises from the difficulty of identifying changes in the heat
transfer or other indicators of transitions, which would imply
that more sensitive, and possibly more accurate techniques are
required. The various experimental methods will be briefly
examined in this section, and their shortcomings will be
reviewed.

The experimental methods used, so far, to study free
convection transitions may be classified as: heat-transfer
measurements, temperature measurements in the fluid, and
flow pattern observations. The use of the latter two methods
supposes, as hypothesized by Malkus and supported by in-
dependent experimental observation, that heat-transfer
transitions are accompanied by other observable changes-in
the fluid. For clarity and brevity, the various experimental
methods are summarized in Table 2.

Of the methods presented in Table 2, the use of helium at
cryogenic temperatures, as reported by Threlfall [17] and by
Ahlers [20], are among the most interesting. The data are

21t should be noted that in reading this table, comparison between the
transition points observed by the different experimenters is uncertain, and the
relative positions of the various values of the transition Rayleigh numbers
depend to some extent on the subjective judgment of the authors when com-
piling the table.

Nomenclature

C = specific heat

g = acceleration of gravity wy = horizontal average of the

k = thermal conductivity product wo

L = fluid layer thickness « = thermal diffusivity of the fluid f# = temperature fluctuation
Nu = Nusselt number = gL/ (kAT) 8 = coefficient of volume ex- A = correlation scale size

Pr = Prandtl number = v/o pansion of the fluid Nr = Fitzjarrald’s [19] characteristic
g = heat-transfer rate per unit area - AT = temperature difference between scale size

Ra = Rayleigh number lower (hot) and upper (cold) v = kinematic viscosity of the fluid
w = velocity fluctuation plates o = density of the fluid
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Table 2 Summary of methods used in experimental determinations of transition Rayleigh numbers

Method Investigations Measurement technique Limitations of the technique
Heat Willis & Temperature gradient in fluid adjacent to 1. Ambiguities in locating heat-
transfer Deardorff upper and lower boundary surfaces measured transfer transitions
measurements [10] by long, horizontal resistance thermometer 2. Disturbance of flow conditions

wires by resistance thermometer wires
3. Inefficient collection of data
due to *‘line’”’ measurement
Chu & Goldstein Interferometric measurement of temperature Inefficient collection of data due
[14] gradient in fluid to “‘line’” measurement
Brown [16]) Heat transfer inferred from measured
(see below) vertical temperature difference across
the fiuid layer Ambiguities in locating heat-transfer
transitions
Garon & From power input to test chamber
Goldstein [18]
Threlfall {17] Heat transfer inferred from measured verti- Requires use of cryogenic fluids
cal temperature difference across a layer
Ahlers [20] of cryogenic fluid (allows use of very sen-
sitive gas thermometers)
Temperature Carroll [13] Time record of temperature at different Qualitative method of identifying
measurements points in fluid transitions
in the fluid Brown [16] Spectra of 6 determined from measurements 1. Disturbance of flow conditions
(see above) of § by temperature measurement probe

2. Ambiguities in interpreting
spectra of 6 in terms of
transitions

Fitzjarrald Spectra of wé determined from measure- 1 Disturbance of flow conditions
[19] ments of w and 8 by moving temperature measure-
ment probe
2. Ambiguities in interpreting spec-
tra of wf in terms of transitions
Flow pattern Krishnamurti Qualitative observation of the flow pattern Qualitative method of identifying
[11,12,15] transitions
Koschmieder Width of rolls measured Not suitable for random flow patterns

& Pallas [21]

much more accurate and precise than can be obtained at room
temperature, so the technique could be a most promising
method for detecting Malkus transitions. However, even with
this approach, Ahlers [20] did not observe heat-transfer
transitions at Rayleigh numbers up to the maximum value (5.4
x 10%) used in his experiments. This coincides with the results
reported by Koschmieder and Pallas® [21] using conventional,
noncryogenic techniques in esssentially the same range of
Rayleigh numbers. On the other hand, Threlfall [17] did
detect several heat-transfer transitions (see Table 1) up to the
maximum Rayleigh number (2 X 10%) used in his ex-
periments. Although no transitions can be seen in Threlfall’s
plot of the Nusselt number against the Rayleigh number,
transitions are seen when Nu/Ra’® is plotted against the
logarithm of the Rayleigh number. This suggests that even
with the superior capabilities of the cryogenic technique, some
form of data manipulation must be employed to ensure that
transitions are detected.*

Both Threlfall and Ahlers noted temporal variations in the
heat transfer and found that these underwent characteristic
transitions. Threlfall associated this with a Malkus type
transition at Ra = 3.2 x 10°.

It is clear from the experiences of Ahlers, Threlfall,
Koschmieder and Pallas, and other investigators (see Table 1),
that an ideal experimental system for investigating the Malkus
transitions should avoid:

(a) the ambiguities associated with attempting to detect
transitions using the relatively insensitive indicator provided
by measurements of the relation between heat transfer and
temperature difference;

(b) theinsertion of probes into the fluid;

(¢) the limitations of attempting to interpret temperature

3 The results of these very careful experiments, as well as those of Ahlers,
have not been included in Table I'because of their inability to detect transitions.

41t is therefore possible that had Ahlers, and Koschmieder and Pallas plotted
their data in the same way as Threlfall, they might have observed heat transfer
transitions. .
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and velocity measurements in the fluid layer in terms of
spatial spectral data;

(d) inefficient averaging of turbulent flow data;

(e) qualitative methods.

A method that appears to have the characteristics of the
ideal system involves the use of an optical correlation com-
puter to quantitatively analyze photographs of the flow
pattern in the fluid layer. The application of this device to
experimental fluid mechanics was originally proposed by
Kovasznay [22], and was used in the study of free convection
flow by Somerscales [23]. It has also been used by Kretzmer
[24] to analyze television pictures, and by Leighton [25] in
connection with an investigation of the solar granulation.
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The optical correlation computer measures a characteristic
scale size of a photographically recorded flow pattern [22-26].
If the Malkus transitions are related to changes in the flow
field, as suggested by Malkus [1] and by the experiments of
Krishnamurti [11, 12, 15], then it is hypothesized that this
characteristic scale size should exhibit changes at the tran-
sition points. A plot of the characteristic scale size as a
function of the Rayleigh number would then have features
that can be related to the transitions. This paper describes the
results of measurements which make use of this technique to
study the Malkus transitions. The optical correlation com-
puter used in the experiments, which was based on a design
due to Kretzmer [24], is shown schematically in Fig. 1.

Experimental Plan

The experiments in this study were designed to examine the
Malkus transition points by means of quantitative
measurements of the flow pattern photographs using the
optical correlation computer. The particular objectives of the
research were: (@) to investigate in detail the possibility of
detecting transitions by this method, and the nature of, and
the repeatability of the data obtained; (b) to compare the data
on transitions obtained from the optical correlation computer
with that obtained from heat-transfer measurements and
visual observation of the flow pattern. This second objective
was intended to provide supporting evidence for the validity
of the optical method and, in the case of the visual ob-
servations, to demonstrate the physical basis of the tran-
sitions. ,

In the experiments, the Rayleigh number was maintained
constant so as to ensure that conditions in the fluid layer were
stationary. Photographs were made of the flew patterns in the
fluid layer. These photographs were then analyzed on the
optical correlation computer which provided a characteristic
scale size for each recorded flow pattern. The scale sizes were
then plotted as a function of the Rayleigh number. The
resulting graph was examined for changes in the scale size
which might indicate transitions in the flow pattern, and,
hence, in the rate of heat transfer. The observed transitions
were compared with those obtained by Malkus and by other
experimenters. The rate of heat transfer through the fluid
layer was also measured at the same time as the photographs
were taken, and the plot of the rate of heat transfer against
the Rayleigh number was examined for evidence of Malkus
transitions.

Experimental Apparatus
The test chamber used in the experiments has been designed
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so that the experimental conditions are as close as possible to
the assumptions of the theories. The theoretical assumptions
are:

(a) The fluid is of infinite horizontal extent.

(b) The temperature of the upper and lower bounding
surfaces is horizontally uniform.

(c) The upper and lower bounding surfaces are perfectly
conducting, rigid plates.

The test chamber, which is shown in Fig. 2, consists of a
cylindrical container with a heated, copper plate at the bot-
tom, ‘‘Plexiglas’’ side walls, and a transparent upper cooled
plate to allow observation of the flow in the chamber. The
spacing between the upper and lower plates can be varied to
allow the Rayleigh number to be changed. With a maximum
spacing between the surfaces of 2.5 ¢m and an effective
chamber horizontal diameter of 29.7 c¢m, the minimum aspect
ratio is 12. This has been shown by Deardorff and Willis [28]
to be large enough to ensure that the fluid layer is effectively
of infinite lateral extent, as required by the theory. Ex-
periments by Catton and Edwards [29], and by Hollands [30]
are in agreement with this conclusion.

The lower copper plate is heated electrically, and
measurements of the plate temperature have shown that the
horizontal variation of temperature in this plate does not
exceed 0.06°C. This corresponds to a horizontal temperature
gradient of 0.002°C per cm, which is considered negligible.

The transparent upper surface is made of glass 0.6 cm
thick. The ratio of the thermal conductivity of the glass to the
thermal conductivity of the experimental fluid (450 centistoke
silicone oil) is 7.56. This is not large enough to treat the upper
surface as perfect conductor, but the available evidence [31]
suggests that the effect of the conductivity ratio is only im-
portant under extreme conditions, e.g., when using mercury
as an experimental fluid with a glass upper surface.

A ‘“‘Plexiglas” water box is attached to the glass plate
forming the upper surface of the test chamber. This box is
divided in two by a horizontal ‘‘Plexiglas’’ baffle (see Fig. 2).
The cooling water enters at the center and flows radially
outward on the underside of the baffle. It then passes upward
through small holes at the outer periphery of the baffle and
returns radially inward on the upper side of the baffle. The
water leaves by an exit tube concentric with, but outside the
inlet tube.

The temperature uniformity of the plate was estimated by
measuring the temperature difference between the entering
and leaving streams of water which was found to be 1.5°Con
the average. Extreme values were 3°C (test 6) and 0.2°C (test
17). This variation could probably be minimized by increasing
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Table3 Relation of flow pattern to Rayleigh number

Classification
Ra Test No. of flow
5.02 x 10° 19
5.26 17
6.57 18 Steady
7.46 20 two-dimensional
8.86 13 flow
1.14 x 10* 11
1.64 10
1.91 12
2.68 x 107 9
3.19 8
3.93 7
4.10 14 Steady
4.65 15 three-dimensional
4.80 3 flow
5.07 38
5.82 16
6.06 x 10° 39
6.53 40
7.55 21 Time
9.85 22 periodic
1.03 x 10° 23 three-dimensional
1.05 24 flow
1.09 25
1.33 4
1.57 x 10° 26
1.61 24
1.79 Ir Unsteady |
1.93 27
2.04 5
2.17 1
2.36 x 10° 30
3.00 31 Unsteady I1
3.93 7
4.56 6
5.21 32
6.01 33
7.23 34
8.28 35 Turbulent
9.03 36
9.65 37

the cooling water flow rate as the heat flux increased, but
limitations of the apparatus prevented this. Although the
upper surface temperature variation is not as small as that
observed on the bottom plate, it is considered satisfactory
when the horizontal temperature gradient of 0.06°C per cm is
compared with the corresponding average vertical tem-
perature gradient of 20°C per c¢cm. This is supported by the
perfectly circular rolls observed by Dougherty [32] and
Parsapour [33] in the present test apparatus with a number of
different experimental fluids and test chamber aspect ratios at
the initiation of flow. Koschmieder [31] has stated that
irregularities in the initial flow patterns indicate large tem-
perature nonuniformities in the horizontal boundary surfaces,
so that these surfaces cannot be treated as isothermal.

Experimental Procedure

In these experiments the optical correlation measurements
were made using photographs obtained with the experimental
parameters (Rayleigh number, and, hence, the Nusselt
number) fixed during each run. That is, at the beginning of
each run the cooling water flow and the bottom plate electric
heater were turned on. The power input to the heater was
adjusted, on the basis of previous experience, to ensure that
the desired final, steady Rayleigh number, with the given fluid
and plate spacing, was attained. When steady conditions were
achieved, as indicated by the temperatures of the upper and
lower plates, and at points in the insulation surrounding the
test chamber, the flow pattern was photographed. Forty
separate runs were made in order to cover the Rayleigh
number range from 5.0 x 10% to 1.0 x 108,
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The rate of heat transfer (g) through the fluid was obtained
from measurements of the power input to the bottom plate
electric heater. The heat transfer was obtained by correcting
the power input for the heat leakage from the apparatus using
a heat loss model for the apparatus devised by Dougherty
[32].

The Rayleigh number was evaluated using fluid properties
calculated at the average of the upper and lower plate tem-
peratures. The lower plate temperatures were measured by
calibrated copper-constantan thermocouples with measuring
junctions located to within 0.03 ¢cm of the copper-liquid in-
terface. The temperature of the liquid-glass interface of the
upper, glass surface was estimated from a measured relation
between the average temperature of the cooling water flowing
through the water box and the heat flow through the fluid
layer.

The flow pattern was made visible by the addition of a
small quantity of aluminum dust to the experimental fluid.
Observation of the flow over extended periods and com-
parison with flow patterns obtained by other techniques, such
as the shadowgraph [27], suggested that the flow patterns
revealed by the use of aluminum dust could be meaningfully
interpreted in terms of the fundamental scale parameters of
the flow field.

Results

This section is divided into subsections covering discussions
on the measurements with the optical correlation computer,
flow pattern observations, and heat-transfer measurements.
Each subsection includes a comparison of the results with
those of other investigators and a discussion of the
significance of the measurements.

Optical correlation computer measurements. The optical
correlation computer provides for each photograph a
characteristic scale size (N) for the flow pattern [22-24]. These
scale sizes, divided by the fluid layer depth (L), are plotted as
a function of the Rayleigh number in Fig. 3. The following
three features can be noted from this figure:
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(d) The scale parameter changes in an irregular oscillatory
manner with the Rayleigh number.

(b) At particular values of the Rayleigh number the scale
parameter undergoes a very sharp drop in value.

(¢) The overall trend of the scale parameter is to decrease as
the Rayleigh number increases.

These observations are interpreted as indicating transitions
in the flow pattern occurring at the Rayleigh numbers where a
peak in the scale parameter is observed. Five such transitions
(peaks) can be detected (see Table 1) within the range of
Rayleigh numbers (5 X 103 t0 9.7 X 10°) covered by the tests,
and apart from one (at Ra = 1.5 x 107), these are in good
agreement with the observations of other investigators.

It should be remarked that no hysteresis in the wavelength,
analogous to the observations of Krishnamurti {15], was
detected because the measurements were made under steady
state conditions.

On the basis of visual examination of the flow patterns (see
the next subsection) and comparison with the optical
corrrelation computer measurements, increasing magnitude
of the scale parameter was taken to indicate increasing
“order’’ in the flow. So, the transitions were considered to be
preceded, as the Rayleigh number increases, by a flow of
increasing order that suddenly, at the transition, breaks down
into a more disordered flow, The overall decreasing trend in
the scale parameter would then indicate that as the Rayleigh
number increases, the flow becomes more and more disor-
dered. The limitations imposed by the experimental fluid and
the apparatus did not allow the Rayleigh number to exceed 1
x 10%, However, it is assumed that the scale parameter would
continue its oscillatory, decreasing trend until some minimum
value is reached.

The oscillatory, decreasing trend of the scale parameter was
also experimentally observed in Fitzjarrald’s [19] study of
turbulent convection in air. However, the dimensionless
spatial scale parameter (A\r/L, N\¢ is defined below) reported
by Fitzjarrald in the Rayleigh number range from 1 x 10% to
1 x 107 is about six times as large as the value that would be
inferred from the results shown in Fig. 3. This may be a
consequence of Fitzjarrald’s experimental technique. Fitz-
jarrald’s scale parameter was the median spectral wavelength
(\r) obtained from a spectral analysis of wf, where w and 0
were measured by a moving probe. The probe could have
disturbed the flow. In addition, the observed values of w@
were based on a limited number (100) of line traverses of the
fluid layer by the moving probe. Because the area average
provided by the optical correlation computer is much more
efficient than averaging over a succession of probe tranverses,
and because observation of the flow pattern does not disturb
the flow, we would prefer to conclude that the horizontal scale
of motion at Ra = 1 x 10° is approximately equal to the
layer depth, as shown in Fig. 3.

The difference in the Prandtl numbers between air (Pr =
0.7) used by Fitzjarrald and the silicone fluid used here (Pr =
450) could also account for the difference in the spatial scale
parameter.

Koschmieder and Pallas [21] made measurements, but not
with the optical computer, of the wavelength of the flow
patterns for Rayleigh numbers between 3.2 x 10° and 1.2 X
10*. Their reported dimensionless wavelengths lay on a
straight line with a minimum value of unity and a maximum
value of 1.5. This places these results in the vicinity of the first
minimum of Fig. 3. The reason for the difference between the
results reported here and those presented by Koschmieder and
Pallas is not clear but could be, as in the case of Fitzjarrald’s
measurements, associated with the Prandtl number of ex-
perimental fluids (511 and 916). .

Comparison cannot be made with other wavelength
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measurements {11, 12, 15], becasue they refer to lower
Rayleigh numbers in which no transitions are to be expected.
The transition points observed in the experiments are

_compared with those of other investigators in Table 1. There

seems to be general agreement on the Rayleigh number for the
second transition point. The optical correlation data support

the existence of a change in the fluid flow, and hence, a

change in the rate of heat transfer at Ra = 2.2 x 10, The
next break point in the present study occurs at Ra = 6.0 X
10*. There is close agreement among the other reported
results, except that Threlfall [17] has points at Ra = 5.0 X
10* and Ra = 6.5 x 10%, that is, on either side of the tran-
sition observed in the experiments reported here.

The fourth transition point occurs at Ra= 1.5 X 10°. Only
Carroll’s [13] study has a transition point at this Rayleigh
number. Malkus [1], Willis and Deardorff [10], and
Krishnamurti [11, 12] reported transition points at around Ra
= 1.8 X 10°. The increasing difficulty in distinguishing slope
changes in the heat-flux data at higher Rayleigh numbers must
have led to this variation.

The transition detected by the optical correlation computer
at Ra = 2.1 x 10° has been predicted theoretically by Catton
[9], but it has not been observed by other experimenters.

The last transition point recorded in this study at Ra = 5.5
% 10° was again predicted by Catton [9]. Fitzjarrald [19] also
observed in his experiments a sharp change in the
predominant scale of the motion at this point. Other ex-
perimenters, Threlfall {17] at Ra = 3.2 x 10°. Malkus [1] at
Ra= 4.25 x 10°, Willis and Deardorff [10] at Ra = 4.1 X
10°, have observed transitions at slightly lower Rayleigh
numbers than 5.5 x 10°. There have also been transitions
reported at slightly higher Rayleigh numbers, Carroll {13] at
Ra = 6.0 x 10°, and Chu and Goldstein [14] at Ra = 6.1 X

Fig.4 Test20(Ra = 7.46 x 10%)

Fig.5 Test12(Ra = 1.91 x 10%)
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Fig.6 Test16(Ra = 5.82 x 10%)

Fig.7 Test32(Ra = 5.21 x 10%)

10, It is clear that experimental difficulties in detecting the
transitions as the Rayleigh number increases have contributed
to this uncertainty in the reported values. The optical
correlation computer also shows a declining sensitivity in its
ability to detect transitions as the Rayleigh number increases.
However, as can be seen in Fig. 3, the sensitivity of the
method is nevertheless much higher than the heat-transfer
method at Rayleigh numbers in the range 3 x 10° to 1 x 10°.

Flow Patterns. The photographs taken during the ex-
periment were visually examined as well as being subjected to
analysis on the optical correlation computer. The observed
flow patterns could be broadly classed as steady two-
dimensional flow, steady three-dimensional flow, time
periodic three-dimensional flow, unsteady flow I, unsteady
flow II, and turbulent flow, the division between the classes
being determined by combining the results of visual
examination with the transition Rayleigh numbers obtained
from the optical correlation computer. The flow pattern
observations are summarized in Table 3.

In the lowest Rayleigh number range the dominant pattern
consisted of two-dimensional rolls. The general alignment of
the rolls appeared to be determined by the cylindrical
geometry of the test chamber (see Fig. 4, test 20). Except for
some minor variations, this two-dimensional flow pattern was
maintained up to a Rayleigh number of 1.91 x 10*. A count
of the number of rolls in the layer showed that this number
dropped as the Rayleigh number increased. Koschmieder and
Pallas [21] have also reported the loss of three rolls as the
Rayleigh number was varied from 1.8 x 103 to 1 x 10%. This
decrease in the number of rolls is reflected as an increase in
the scale parameter measured by the optical computer.

For the Rayleigh numbers above 8.86 x 10° the rolls were
no longer circular, but were aligned parallel to each other
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Fig.8 Test34(Ra = 7.23 x 10%)

diagonally across the layer. A closer observation also revealed
faint indications of changes in the flow starting at a Rayleigh
number of 1.14 x 10*. Although the overall character of the
rolls remained dominant up to a Rayleigh number of 1.64 x
10*, it was quite clear that three-dimensional cells were
forming within the rolls. At a Rayleigh number of 1.91 x 10*
(see Fig. 5, test 12), cells could be distinguished outside of the
roll boundaries in some sections of the layer. The sharp drop
in the autocorrelation scale parameter, N, for this test reflects
this change in the character of the flow, and therefore defines
the critical Rayleigh number at which the transition to three-
dimensional flow takes place.

In the series of tests starting at a Rayleigh number of 2.68
x 10*, the three-dimensional flow was found to totally
dominate the flow pattern in the layer (see Fig. 6, test 16).
Various changes in the size and shape of the cells also took
place that could not be characterized by visual observation of
the flow patterns. However, the autocorrelation scale
parameter showed a definite increase in this range of Rayleigh
numbers (Fig. 3).

Krishnamurti [11] has suggested that at a Rayleigh number
of 6.0 x 10%, the three-dimensional steady flow becomes time
periodic. The time dependence was said to be of two forms:
(a) a slow tilting of the cell boundaries with a time scale of the
vertical diffusion time, () an oscillation with a time scale
determined by the orbit time of the fluid around the cell. The
method of using the autocorrelation technique in the test
reported did not allow the time periodic behavior of the flow
to be studied. However, the scale size did indicate a transition
at a Rayleigh number of 6.0 x 10%.

For the Rayleigh numbers between 6.06 x 10* and 1.33 x
10°, the main change in the fluid flow pattern seemed to be
towards increasingly larger cells. The cell boundaries were
sharply defined, and the flow remained three-dimensional in
character. The visual observation of the flow patterns in this
Rayleigh number range and the next series of tests starting
with a Rayleigh number of 1.57 x 10° did not allow the
prediction of a transition point at a Rayleigh number of 1.5 X
10° as shown in Fig. 3. Similarly, the next critical point at a
Rayleigh number of 2.1 x 10° could not be predicted from
the comparison of the photographs of tests 5 and 1. The
sensitivity of the optical autocorrelator, which was able to
detect these transitions is, therefore, again demonstrated by
these examples.

As higher Rayleigh numbers were reached, the definition of
the flow pattern near the side walls progressively decreased.
The cells themselves also became less regular in shape and
size. Furthermore, the number of such cells decreased until
turbulent flow became dominant in the final tests. The
outward orientation of the pattern in those tests are similar to
Nielsen and Sabersky’s [34] observations in their square
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Fig. 9 Dimensionless heat flux (NuRa) plotted against the Rayleigh
number (Ra), showing two possible transitions

shaped chamber and must be independent of the geometry of
the test chamber,

The last transition point was found by the optical computer
to beat Ra = 5.5 x 10°, Comparison of the photographs (see
Fig. 7, test 32, and Fig. 8, test 34) from tests 32 and 34 on both
sides of this Rayleigh number lends visual support for such a
transition. The well defined cells present in test 32 are
completely gone in test 34. And tests at higher Rayleigh
numbers show an increasingly larger degree of turbulence.

Heat Transfer Measurements. Heat-transfer measurements
were made for two purposes: (4) to compare the conduct of
the experiments reported here with other investigations of this
type; (b) to obtain data which would allow the detection of the
transition points by the location of changes in the rate of heat
transfer with changing temperature difference between the
upper and lower plates, i.e., the conventional technique for
detecting transitions.

The heat-transfer measurements were in excellent
agreement with those reported by other investigators [9, 11,
12, 14, 21].

To investigate the transitions in the heat-transfer data, it
was plotted as the product of the Rayleigh and Nusselt
numbers against the Rayleigh number® on logarithmic paper.
The product does not contain the temperature difference

5 The data were also plotted as Nu/Ra” against log Ra (n = 0.25, following
Threlfall {17}, and n = 0.33, following Denton and Wood [35}). However, for
this approach to provide a satisfactory indication of heat-transfer transitions it
is necessary that the Rayleigh number be varied by varying the spacing between
the plates [35], but in the experiments reported here the Rayleigh number was
changed by adjusting the temperature difference between the upper and lower
plates. In consequence, the scatter in the data was too great to allow an
unambiguous determination of the heat-transfer transitions.
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across the fluid layer, and, hence, the error associated with
the determination of this quantity is eliminated.
The data were broken into groups bounded by the tran-

. sition values determined from Fig. 3. Then, using a least-

square fit technique, linear equations were determined for
each section of the data. The intersection of these lines

. defined the transition points. A typical plot of the data is

shown in Fig. 9. The transition points obtained in this way are
shown in Table 1. Agreement with the transition Rayleigh
numbers obtained by the optical correlation computer and by
other investigators is satisfactory. However, it is clear that
without prior knowledge, it would be very difficult to
recognize any slope changes in the data.

Summary. The study of the photographs of these tests has
shown that some of the critical flow transition points, such as
the transition to three-dimensional flow at a Rayleigh number
of 2.2 x 10%, and transition to turbulent flow at a Rayleigh
number of 5.5 X 10°, can be visually verified. However, the
less pronounced changes in the flow pattern cannot be
detected unless the optical computer is employed. The
determination of the transitions from heat-transfer
measurements agreed with those obtained from the optical
computer but prior knowledge of their location was desirable.

Error Considerations

The residual uncertainty of the quantities to be measured in
the experiments must be sufficiently small to ensure two
things. First, that the anticipated transitions in the charac-
teristic scale size (\) of the flow pattern can be unambiguously
detected. Second, a meaningful comparison with the
theoretical results must be possible.

The two main quantities to be measured were the Rayleigh
number (Ra = gBpCL?AT/vk), and the dimensionless flow
pattern scale size (A\/L). Heat-transfer measurements were
also made, and these are presented in terms of the Nusselt
number (Nu = gL/kAT, where g = rate of heat transfer per
unit area).

The following are the estimated residual uncertainties in the
measured quantities:

Rayleigh number (Ra): = 6 percent of measured value
Scale parameter® (A\/L): = 8 percent of measured value
Nusselt number (Nu): + 9 percent of measured value

The uncertainties in the first two quantities are considered
small enough to ensure that significant changes in these
parameters, arising from changes in the flow conditions in the
fluid layer, could be identified (see error bars in Fig. 3).

The repeatability of the results was assured by the method
used to obtain the data. Each data point was obtained, as
described in the section ‘‘Experimental Procedure’’, by setting
the spacing between the upper and lower plates in the test cell
at the desired value, and allowing the apparatus to come to
thermal equilibrium at a fixed heat input. In this way, every
data point was obtained in a completely separate and in-
dependent experiment. In addition, measurements at a
number of these settings were repeated at widely separated
calendar dates. Many other data points were obtained during
the intervening periods. The variation in the measured
dimensionless scale parameter (A/L) among these repeated
data points was within the estimated uncertainty of =+ 8
percent.

The repeatability of the optical correlation computer was
tested by repeated measurement of the autocorrelation scale
parameter from the photograph of a single experiment. The

results were found to be identical within the uncertainty

S This estimate is based on the cumulative errors in the various steps of the
procedure used to determine the scale parameter in the optical computer. No
attempt was made to estimate the uncertainty introduced by the intrinsically
random nature of the flow patterns.
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established for this apparatus. Therefore, by ascertaining the
repeatability of the individual data points in Fig. 3, the
repeatability of the whole data set has been assured.

An important consideration in applying the optical
correlation method to the photogaphs concerns the effect of
extraneous objects, such as the input and output hoses, on the
autocorrelation function. Every effort was made to ensure
that the obstruction presented by the hoses was as small as
possible. However, it was considered advisable to estimate
their effect on the autocorrelation function. This was done by
painting various shapes on two photographs of the fluid layer.
The heights of the nonnormalized autocorrelation curves were
found to be related directly to the size of the area covered by
the obstruction. This is to be expected since this height is a
measure of the mean square fluctuation of the light trans-
mission [26]. However, the measured scale of the flow was
unaffected by the shape of the obstruction.

Conclusions

This study has demonstrated the feasibility of applying an
optical correlation computer to the detection of the transition
points first reported by Malkus [1]. Transitions were detected
at Rayleigh numbers of 2.2 x 104, 6.0 X 10%, 1.5 x 10°, 2.1
x 10°, and 5.5 x 10°. With the exception of the transition at
Ra = 1.5 X 10°, the other values are in satisfactory
agreement with the transition points obtained from heat-
transfer measurements by the authors and by other in-
vestigators. It is therefore proposed that transitions occur in
the flow and these are related to transitions in the heat
transfer. However, the determination of the flow transitions,
particularly if the optical correlation computer is used, is
much easier than detecting the corresponding heat transfer
transitions.

In view of the demonstrated effectiveness of the optical
correlation computer in detecting transitions, it is believed
that the transition reported at Ra = 1.5 x 10° is a genuine
transition point. The observation of this previously un-
detected transition is due to the sensitivity of the optical
correlation computer method. The sensitivity of the technique
was also manifested by the clarity of the changes in the scale
parameter as measured by the optical correlation computer,
and by the comparative weakness of the corresponding heat
transfer transitions.

The experiments have also provided evidence that the
transitions correspond to physically observable characteristics
of the flow. However, with the possible exception of two
points, the visual examination of the photographs of the flow
patterns could not have identified the transition points.
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Evaporation

An analytical model has been developed for calculating volumetric heat-transfer
coefficients for direct-contact evaporation. Heat transfer is modeled using single
droplet correlations for the Nusselt number, while the fluid dynamics are described

by a drift-flux model. The analysis is divided into a preagglomerative and a
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postagglomerative stage on the basis of an assumed maximum value for the
dispersed phase volume fraction. The analytical results showed good agreement
with data obtained from an experimental direct-contact evaporator using

cyclopentane and water.

Introduction

Direct-contact evaporation occurs when immiscible fluids
are mixed under conditions resulting in the vaporization of
one of the fluids. Because of the absence of solid walls be-
tween the fluids, the process has many advantages compared
to conventional heat exchangers. Smaller temperature dif-
ferences are required, and there are none of the problems
associated with heat-transfer surfaces, such as corrosion or
scaling. Consequently, direct-contact evaporation is an at-
tractive process where driving forces are limited or where
surface fouling is intolerable.

Considerable attention has been devoted to studying the
phenomena involved when single droplets evaporate as they
rise through a denser fluid. Sideman and Taitel [1] developed
an analytical expression for the Nusselt number by solving the
energy equation, assuming potential flow around a sphere
containing vapor partially surrounded by the unevaporated
liquid. They ignored heat transfer to the vapor and assumed
that the thermal resistance was negligible in the liquid inside
the two-phase droplet. Simpson, Nazir, and Beggs [2]
postulated that oscillations of the droplet induced sloshing of
the liquid inside the droplet, so that a thin film effectively
coated the entire interior surface of the droplet. Furthermore,
they rejected Sideman’s assumption that the resistance of
liquid inside the droplet is negligible. Their analysis and data
appeared to support the claim that resistance inside the
droplet is controlling. However, it is also possible to correlate
their butane-water data satisfactorily with an empirical
formula derived from neglecting the thermal resistance of the
dispersed phase [3], similar to the formula by Klipstein [4],
which was based on results from ethyl chloride in a varying
mixture of glycerin and water. Letan [5] proposed that in a
uniform system of liquid droplets or gas bubbles in a fluid
heat transfer by wake shedding may dominate under laminar
bulk flow conditions.

In multidroplet systems, direct-contact evaporation can
generate two-phase flows with very large vapor velocities.
Consequently, the usual problems associated with the analysis
of phase transition processes are compounded by the chaotic
nature of two-phase flows. Because of the motion of the
interfaces between the phases, the process is better described
in terms of volumetric heat-transfer coefficients. Sideman and
Gat [6] conducted an experiment to investigate the operating
characteristics of a spray column utilizing pentane and water.
They measured the volumetric heat-transfer coefficient and
average void fraction as a function of the pentane and water
superficial velocities, the entrance and exit temperatures of
the water and the depth of the water through which the
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pentane rose. Blair, Boehm, and Jacobs [7] conducted a
similar study using refrigerant-113 and water. Other ex-
periments have been performed to investigate the feasibility of
direct-contact boilers using organic liquids for geothermal
heat extraction.

While the experiments mentioned have yielded valuable
data and experience concerning the industrial application of
direct-contact evaporation, no universal model for volumetric
heat transfer was introduced. There is today a growing
demand for an analytical model for situations when empirical
correlations do not exist. The purpose of this paper is to
describe such a model which was also tested experimentally.

Analysis

Assumptions. The fundamental assumption in this mdoel is
that multidroplet direct-contact evaporation can be described
with single droplet correlations for the heat-transfer rate of
individual droplets and a simple drift-flux formulation to
describe the two-phase flow. Additionally, it is assumed that
there are two stages in the process. In the preagglomeration
stage it is assumed that the individual droplets behave in-
dependently of one another, while in the postagglomeration
stage it is recognized that interference effects occur between
the droplets when their volume fraction becomes significant.
Accordingly, the analysis is divided into two steps—the
preagglomeration stage and the postagglomeration stage.

The model is intended to yield the relationship between the
rate of evaporation of droplets and their displacement from
their source and site of nucleation, so that the volumetric
heat-transfer coefficient may be calculated as a function of
this displacement with the following equation (see Fig. 1 and
Nomenclature):

z

1
hy (2) = r SOAb(Z’)nb(Z’)hb(Z’)dz' 0]

Uy

z z
%
@ > O @
Fig.1 Hlustration of two-phase bubble size dependence on height
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The droplet surface area, A4,, the droplet number density,
n, and the droplet heat-transfer coefficient, 4, all depend on
the instantaneous side of the evaporating droplets. Therefore,
it simplifies subsequent calculations to express these quan-
tities in terms of r, which is defined as the ratio of the in-
stantaneous equivalent spherical diameter D to its (initial)
value D, preceding nucieation. Hence, equation (1) becomes

r d 7
h,lz(r)]= [z(r)]"Sra Ay (r'n, (r'hy, (r’)%dr’ )

During both the preagglomeration stage and the
postagglomeration stage it is assumed that the droplets do not
depart from sphericity so significantly that the surface area
cannot be approximated by

Ay (r) = wD3r? (3)
Furthermore, during both stages it is assumed that the relative

velocity between the droplets and continuous phase can be
represented by the drift-flux model [8]

U=0-a)y"'U 4
where the single droplet velocity is given by
U=U,r (5)

and that the values of n and y during each stage can be
selected to simulate the difference in flow characteristics of
the preagglomeration and postagglomeration stages. The r
dependence in equation (5) accounts for the effect of droplet
size on the velocity. Smaller droplets are usually ellipsoidal in
shape and their velocity is independent of size (y =0), while
the larger cap-shaped droplets that result from evaporation

of this assumption, which should depend on the relative
thermophysical properties of the two components and the
flow, equation (6) satisfactorily correlates the data from
several experiements with values of x between 0.7 and 1.0 [3].
Furthermore, as evaporation proceeds, the thermal resistance
within the droplet will decrease as the liquid film becomes
thinner.

Finally, it is assumed that the temperature of the con-
tinuous component is spatially uniform and quasi-steady with
respect to the evaporation time of an individual droplet.

Preagglomeration Stage. During the preagglomeration
stage it is assumed that the droplets are relatively small and do
not interfere significantly with one another; therefore, n=1
and y =0 in equations (4) and (5) during this stage.

The number density of droplets in the preagglomeration
stage must be constant since the droplet velocity is constant
and droplets neither coalesce nor fragment during this stage.
Hence,

ny (r) =ny N

during the preagglomeration stage. It simplifies subsequent
calculations to define a dispersed phase volume fraction by
a(r) = (w/6)Din, (r)r’ ®
The relationship between r and g in equation (2) can be
determined by solving for the single droplet evaporation rate
d 1 q
- V., )= — — 9
dZ (pdu du) Uo Ld ( )
The dispersed phase vapor volume per droplet is given by

have velocities approximately proportional to the square root D3
of their diameter (y=1/2). ’ ! Vo= (1/6) 2420 (3 ) (10)
Further, it is assumed that the single droplet heat-transfer Pd1 ™ Py
coefficient can be calculated from while the heat-transfer rate per droplet is given by
Nu, = hyD =’YRC§ Pri/] (6) C?zhb(r)f‘lb(r)AT (1)
¢ Substituting equations (10) and (11) into equation (9) yields
in terms of the continuous phase properties, which implies dr hAAT
that the thermal resistance of the dispersed phase is negligible. (7/2) _PdiPay Dirt — =20 (12)
Although there is some disagreement concerning the validity Par — Pav dz UpL,
Nomenclature
A = area
A, = droplet surface area
B = parameter defined by equation (15) Up,U,U, = initial, instantaneous, and relative droplet
C, = specific heat velocities, U, = (1 — )" ' U
Dy,D = initial and instantaneous equivalent spherical V' = volume
diameter W = volumetric flow rate
h, = individual droplet heat-transfer coefficient z = axial displacement
h, = volumetric heat-transfer coefficient o = void fraction (dispersed phase volume fraction)
k = thermal conductivity v = constant defined by equation (6)
K,,K, = constants defined by equations (38) and (39) p = density
L, = latent heat of vaporization of dispersed phase, u = viscosity
m={U-x)yQ(p+1)+1 .
t, = mass flow rate Subscripts
n = drift-flux model parameter a = value at onset of agglomeration
n, = droplet number density b = droplet values
h,D ¢ = continuous phase
Nu = Nusselt number,—— d = dispersed phase
k dl = dispersed phase liquid
uC dv = dispersed phase vapor
Pr = Prandtl number, —2 0 = initial value
k max = maximum
r = equivalent spherical diameter ratio D/D, v = volumetric
Re = Reynolds number, pUD Superscripts
s x = exponent of Re in equation (6)
AT = temperature difference between continuous and y = exponent of r in equation (5)
dispersed phases m={1-x(y+1)+1
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When equations (7) and (8), and (12) are combined with
equation (2), the result is

o L )
0 A d  PdiPd (r3 _ 1)
Z(l‘) AT Pt — Pav
The distance z is expressed as a function of r by integrating
equation (12). Substituting equations (3) and (6) into equation
(12) and integrating the resultant equation yields

hy (r) = (13)

rrr—1
— =8 14
2-x < 14
where
2hy AT — Odv
- b0 Pat ™ P (15)
UsDoLy  paroay
Hence, equation (13) becomes
/7[)0 r3 1
h,(r)=2may—— D, ;E—l; m=2-x (16)
In terms of the droplet travel distance:
U L a av
hv (z)zw_‘i M—[(l+mBz)3/’”~1] (17)
ZAT Pt — Pav
which can be also be expressed as
hyy (1+mBz)¥™m —
h, 2mog —— ———————————— 18
(z) =2may Dy mBz (18)

Postagglomeration Stage. From the preagglomeration
analysis it is apparent that the dispersed phase volume
fraction o will grow as the droplets evaporate and expand.
This situation will almost certainly result in some degree of
droplet coalescence. However, in most churn-turbulent, two-
phase flows coalescence and fragmentation occur
simultaneously, so that the resulting void fraction tends to
change slowly with superficial vapor velocity compared to
bubbly flow [6, 8, 9]. For this reason and because it greatly
simplifies the model, it is assumed that the rate of coalescence
in the postagglomeration stage results in a constant value of
«. To satisfy this requirement, n, must decrease (through
agglomeration) rapidly enough to constrain a(r) in equation
(8). Therefore, following the onset of agglomeration the rate
of droplet coalescence is assumed to satisfy

3
Ty
T) W r>r,

(1) = (19)
where the subscript a indicates that the quantxty is evaluated
at the onset of agglomeration.

Again, the problem reduces to determining how r varies
with z. Now, however, it is ncecssary to include the dropiet
interference effect (agglomeration) in the derivation of the
desired relationship. Consider the simple sketch in Fig. 2,
where r, is the equivalent spherical diameter ratio the droplet
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CONDENSER

Csv

Vi
Fig. 3 Schematic of the apparatus used in the cyclopentane-water
experiment: P = 0.1 MPa (CSV—cyclopentane storage vessel; RV
—reaction vessel; WH—water heater; P—pump; V—valve; F—flow
meter)

would have if it were entirely liquid, and where Q._, the rate
of heat transfer from the continuous phase to the dispersed
phase, is given by

Qca =hy (xDFr*)n, AT(AAZ) (0)
A heat balance yields in the limit:
E[UI_<1v<r_’>3>]=MM @1
dz r rLqaDy Pt Pdv

For the churn-turbulent flow of the postagglomeration
stage n =0 in equation (4) and y = 1/2 in equation (5); hence,
equation (4) becomes

r 172
Ur= (1 _amax)71 UO <"—>
Ta

Because of agglomeration, #; is a function of z (and, hence,
r) in equation (21). The relationship is derived by invoking the
principle of conservation of dispersed mass flux which, in
conjunction with equation (19), yields:

r?: Y <_r_>3
U, (r) \r,

Substituting equation (23) into equation (21), and combining
the result with equations (6) and (22) and integrating, yields:
r(,\‘v n/2

a (r’”a

(22)

23)

—I’am“) —_
my,

oar—Pdy HpAT

12(1‘0‘max)17x 7 7
UyDy Lo

(z—2,) 24

Pt Pdy
where

1
=5 (5—-3x) 25)
During the postagglomeration stage, equation (2) assumes

the form
1 Ta dz
h= oy L A ()
T e+ (z—z,) L ohohy \ g Jar
d
_z>dr]
r

,
+\ Aynyh (
Sra »Ppfp d

The first integral in equation (26) was evaluated in the
preagglomeration stage
Ld Pt Pdv

e
AN AT py—pay

The second integral is evaluated using equations. (19), (21),
and (22)

7 dz max Uo L
S‘ Abﬂbhb(—“—>dr= Omax 70 Zd.
"a dr 1 —opax AT pg = Pay

(26)

)dr g Uy =2 (r-1 @7

PdiPdy
,.1/2 _ rtll/z)

(28)
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Finally, substituting equation (14) for z, and equation (24) for
(z—z,) into equation (26) yields

(7} = 1)+ —"2 (712 i)
hbo I-- Cmax
h,(r)=2—
D, 1 rl(‘x-l)/Z
— (o -1+ (1= e )1 (0 = i)
0 6ma
29
As a function of z, equation (29) becomes
Zhb() o
h,(z) = [ 1+myBz,)¥m0 — 1} + —2%—
(z) DoBz ap{( oBz,) } 1= ctgy
X [(1 + maBza + 6(1 - (xmax)l w m«B(z—z(, ) ) 1amy
~(1+m,Bz,) " ]] (30)

Discussion of the Parameters and Their Effects. Equation
(18) reveals that A,(z) increases with AT in the
preagglomeration stage, since B is directly proportional to AT
and 3/m > 3/2. This temperature difference dependence
arises because the volumetric interfacial area increases with
evaporation during the preagglomeration stage. Thus,
although the basic mechanism is convective in nature, the
evaporative expansion results in a positive temperature
difference dependence in A,(z). Conversely, it can be
demonstrated with equation (30) that 4, (z) decreases with AT
in the postagglomeration stage because agglomeration reduces
the interfacial area faster than evaporation creates it.

Equations (14) and (24) indicate that the volume required
for complete evaporation with a given dispersed phase flow
rate, and AT increases with Dj§ because the surface to volume
ratio decreases as D, increases. Consequently, the model
predicts more efficient heat transfer as D, decreases with
U,Dj and AT held constant (and a fixed orifice scheme).

The model does not specify a value of oy, . This value is
determined with consideration of the agglomerative
characteristics of the particular system being modeled.
Furthermore, the validity of the model is questionable if
reasonable values of ay,,, fail to yield accurate heat-transfer
rates. Consequently, it is important to verify that the ex-
perimentally observed void function is compatible with the
value of o, that correlates the heat-transfer data.

Experiment

Because most of the previous work on multidroplet, direct-
contact evaporation has been done in connection with
potential applications to steady-state processes such as
geothermal heat extraction and sea water desalination, the
systems developed have used either cocurrent or coun-
tercurrent flow of the continuous phase relative to the
dispersed phase. Unfortunately, such systems are inap-
propriate for testing the mathematical model developed in this
work because both the flow and the temperature profile of the
continuous phase are not accounted for in the model.

To achieve a uniform temperature in the stagnant con-
tinuous phase, there are basically two choices—the con-
tinuous phase can be heated volumetrically, or the experiment
can be in the form of a short transient with a spatially uniform
but temporally decreasing continuous phase temperature. In
this work the second choice was selected.

Description of the Experiment, The experiment, which is
depicted schematically in Fig. 3, consisted essentially of a
three-phase, direct-contact heat exchanger and condenser in a
closed loop arrangement.

Careful consideration was given to the selection of the
materials for the experiment. In addition to being immiscible,
the fluids were selected on the basis of their relative densities,
saturation temperatures, and their price. After an extensive
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search through tables of thermophysical properties, it was
concluded that an organic liquid in water was the best choice.
Cyclopentane was selected because its saturation temperature
of 49.6 °C precludes boiling at room temperature yet is low
enough to allow a wide range for heating temperatures in
water. The relevant thermophysical properties of cyclo-
pentane and water are listed in Table 1.

The cycle commenced with pump P, drawing cyclopentane
from the cyclopentane storage vessel (CSV) and injecting it
into the lower cylinder of the reaction vessel (RV). The
cyclopentane flow rate was monitored by a Fisher & Porter
rotameter F; and adjusted with valves V| and V,. Valve V,
admitted the cyclopentane to the reaction vessel, while V,
discharged the surplus flow back into the cyclopentane
storage vessel. The two ball type valves were required to
regulate the flow becasue the Viking rotary gear pump
displaced a constant volume of cyclopentane.

The reaction vessel (see Fig. 4) consisted of two glass
cylinders separated by a perforated 3/8 in. Lexan distribution
plate. The Dow Corning glass cylinders were both 225 mm in
dia, but the lower one had a length of 200 mm while the upper
one was 300 mm long. The perforated plate was bolted
between the flanges holding the cylinders together, and
asbestos gaskets were used on both sides of the plate to
prevent leakage. 1/4 in. Lexan plates and asbestos gaskets
were also used to seal the top and bottom of the vessel.
Threaded penetrations were drilled into the Lexan plates so
that the copper tubing used could be secured with com-
pression fittings.

Cyclopentane from the lower cylinder percolated through
the 0.5 mm dia holes in the distribution plate into hot water in
the upper cylinder. Thermal conduction through the
distribution plate caused modest surface boiling of the
cylopentane in the lower cylinder, so that it can be assumed
that the cyclopentane droplets were at their saturation tem-
perature upon contacting the hot water in the upper cylinder.
At low flow rates, the cyclopentane tended to nucleate prior to
detaching from the holes as discrete two-phase droplets.

WATER
- ——— QUTLET
VAPOR WATER
OUTLET INLET

Ll 4| /4" | EXAN

T
_J

COPPER
UMBRELLA

UPPER GLASS
CYLINDER

FLANGE

3/8" LEXAN
PERFORATED
PLATE

LOWER GLASS
CYLINDER

CYCLO -
PENTANE

Fig.4 The reaction vessel
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However, at low values of AT, less than 7 °C, a significant
fraction of the droplets failed to nucleate during their ascent.
The size of the droplets at detachment tended to decrease with
increasing AT, probably because the buoyant force overcame
the force of surface tension sooner as the rate of evaporation
increased. At higher flow rates the cyclopentane jetted
through the holes and nucleated as the jets broke up. In fact,
nucleation appeared to be responsible for the breakup of the
jets, since the breakup was delayed considerably when the jets
failed to nucleate. Cyclopentane vapor left the reaction vessel
through a chimney and was consdensed in a shell and tube
type heat exchanger cooled by cold tap water.

The water in the upper cylinder was preheated in a separate
closed loop consisting of a thermostatically controlled 18-kW
Chromalox electric water heater (WH), a Bell & Gossett
circulation pump (P,), a rotameter (F;), and the reaction
vessel. Suction from the pump drew water from the top of the
reaction vessel through a 5/8 in. line into the heater. The hot
water entered the upper cylinder of the reaction vessel about 4
cm above the distribution plate through a hoop shaped
sparger constructed from 1/2 in. copper tubing. A series of
sixty-four holes with diameters varying from 0.16 to 0.50 in.
were drilled in the bottom of the hoop to ensure a cir-
cumferentially uniform flow distribution.

Instrumentation for the experiment consisted of Type E
Chromel-Constantan Omega thermocouples in addition to the
two rotameters and the graduated cylinder. Preliminary tests
with five thermocouples positioned at different axial levels in
the upper cylinder indicated there was no significant axial
temperature gradient. In subsequent experiments only one
thermocouple could be inserted far enough into the vessel to
measure the temperature because the water depth had to be
decreased to yield the necessary data. However, because the
temperature measurements did not change significantly when
the experiments were repeated, the measurements are reliable.
The output from the thermocouples was monitored by an
electronic Kaye Data Logger with an LED display and data
printer.

Operation of the Experiment. The experiment was con-
ducted as follows. P, and WH were activated to heat the
desired volume of water to the desired temperature as
monitored by the thermocouples. At the prescribed tem-
perature P, and WH were shut off, P; was activated and V,
and V, were adjusted to achieve the desired cyclopentane
injection rate as measured by F;. The temperature decline of
the water was measured until the appearance of a layer of
cylopentane on top of the water indicated that vaporization of
the cylopentane was incomplete. The values of the water
depth before and after swell, the cyclopentane injection rate
and water temperature at the start of incomplete vaporization
were finally recorded, and the run was complete. The ex-
periment was repeated for several values of the water depth
and the cyclopentane injection rate.

Results of the Experiment. Two series of experiments were
conducted. The first series was conducted to establish the
proper values of the constants in the formula for the heat-
transfer coefficient of single droplets, equation (6). The
second series was conducted to examine the effect of large
void fraction and bubble agglomeration of the volumetric
heat-transfer coefficient.

In the first series of experiments, cyclopentane was injected
at a constant flow rate of 6.31 cm?/s into the hot water
through seven 0.5-mm dia holes arranged in a hexagonal
array with a 5.0 cm pitch. The minimum water temperature
required to vaporize the cyclopentane completely was
measured as a function of the water depth. The large pitch
was selected intentionally to minimize the influence the

bubbles would have on one another, so that this series of

experiments could be used to ascertain the proper values of
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Fig. 5 Minimum water temperature superheat above cyclopentane
saturation temperature (49.7 °C at P = 0.1MPa) as a function of water
depth without agglomeration
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Fig. 6 Minimum water temperature superheat above cyclopentane
saturation temperature (49.7 °C at 0.1 MPa) as a function of water depth
with aggiomeration

the constants in the formula for the heat-transfer coefficient
for single bubbles. The measured values of water temperature
required for complete evaporation in this series of ex-
periments are presented in Fig. 5. The data and associated
error bars bound the results of two independent runs.

In the second series of experiments, cyclopentane was
injected into the hot water through nineteen 0.5-mm dia holes
arranged in a hexagonal array with a 2.9-cm pitch. Again, the
minimum water temperature necessry for complete
evaporation was determined as the water depth was varied.
The smaller pitch and larger number of holes used in this
series of experiments resulted in larger void fractions and
substantial agglomeration compared to the first series of
experiments. The measured values of water temperature
required for complete evaporation in this series of ex-
periments are presented in Fig. 6. The measured values of the
average void fraction (determined according to equation (36)
in this series of experiments) are presented in Fig, 7. Again,
the data and associated error bars bound the results of two
independent runs.

The error bars on the data represent the authors’ estimation
of the error that results for the following reasons. The AT
measurements are accurate within 10 percent relative error,
while the & measurements may involve as much as 15 percent
relative error. Although the system contained impurities,
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Table 1 The thermophysical properties of cyclopentane and
water (at 50 °C)

Property Units Cyclopentane Water
o1 kg/m’ 688 1.0 x 10
Ou kg/m? 3.09 0.08
W kg/m-s 322 % 1074 5.17 x 1074
k; W/m-°C 0.126 0.645
Cp joules/kg-°C 1.30 x 103 4.19 % 103
Ly joules/kg 419 x 10° 2.38 x 106
Pr, 3.33 3.36

Table 2 Results of the comparison of the model to the heat
transfer data

Values of v inferred from the single droplet data in Fig. §

Do~_ x 0.7 0.8 0.9 1.0
0.5 0.0153 0.00587 0.00225 0.000866
1.0 0.0249 0.0102 0.00420 0.00173
2.0 0.0405 0.0178 0.00785 0.00346

Values of «,, inferred from the multidroplet data in Fig. 6

Do~_x 0.7 0.8 0.9 1.0
0.5 0.0291 0.0289 0.0288 0.0288
1.0 0.105 0.104 0.102 0.102
2.0 0.309 0.302 0.293 0.287

droplet nucleation was delayed or absent in a significant
fraction of the droplets as the temperature difference
decreased. Below 7 °C, evaporation was incomplete
irrespective of water depth; hence, this value of the tem-
perature difference appears to represent the minimum
superheat requirement for this system. Therefore, the for-
mation of a layer of liquid cyclopentane above the water
resulted from not only incomplete evaporation, but also from
the accumulation of droplets that failed to nucleate. Fur-
thermore, stratification of the layer is not immediate but
results from the coalescence of tiny liquid droplets that ac-
cumulate gradually; consequently, there is a delay between the
appearance and identification of incompletely vaporized
cyclopentane. Finally, because of water temperature is
decreasing steadily as evaporation proceeds, any lag in the
thermocouple response or associated electronics will con-
tribute to the error [3].

Comparison of Theory and Experiment

Single Droplet Heat-Transfer Coefficient. For complete
evaporation in the absence of agglomeration, equation (14)
yields:

<ﬁf;>"’” _y 1w mkoRegPL” @1
2

Pav WLdde
where p,, has been neglected compared to p, and W is the
volumetic flow rate of cyclopentane through the seven holes
in the distribution plate.

W:'/(% D%,) o (32)
The Reynolds number is given by
4p. w
Rey=——— 33
€ Tra.D (33)

Substituting W = 6.31 cm®/s from the first series of ex-
periments and the appropriate thermophysical properties
from Table 1 into equation (31) yields

myRejzAT=583 (34)
where the product zAT is expressed in units of cm-K. Figure 5
indicates that zA7 is approximately 100 cm-K; hence,
equation (34) becomes
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Fig. 7 The experimental and analytical average void fraction versus
volumetic flow rate

myRej =5.83 (35)

equation (35) contains two unknowns, x and vy (recall m = 2
—x during the preagglomeration stage). In addition, the value
of Dy must be specified to determine Re,. Photographic
observation of droplets that failed to nucleate revealed that
D, was approximately 1.0 mm irrespective of the volumetric
flow rate. Because of the uncertainty in this value, the
calculations were performed over a range of D,(0.5, 1.0, and
2.0 mm). Furthermore, because of the imprecision in the
measurements compared to single droplet experiments, no
attempt was made to deduce x and v independently of one
another. For particular values of x and D, the appropriate
value of y was determined from equation (35).

The Effect of Agglomeration. In the second series of ex-
periments the pitch between holes in the distribution plate was
reduced from 5.0 to 2.9 cm, while the number of holes was
increased from seven to nineteen in order to promote
agglomeration. However, the diameter of the holes was the
same as in the first experiment. The modifications induced the
desired agglomeration and did not appear to affect the initial
size of the droplets. The average cyclopentane void fraction
data presented in Fig. 7 was determined according to the
following holdup relationship

Z—2p
Zz

a= 36)
where z and z,, are the water depths measured during the prior
to cyclopentane injection, respectively. Because the partial
pressure of water at 50°C is less than 2 psi, the correction for
water vapor is small and was neglected.

According to the results of the postagglomeration analysis,
agglomeration increases the volume required for a given
degree of evaporation compared to the single droplet result
for the same AT. This prediction was verified in this work; the
single droplet correlations fall well below the multidroplet
data in Figure 6.

Combining equations (14) and (24) yields

K, +K;

AT= 37
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Table3 Comparison of experimental values of &,

Sideman and Gat Blair et al. Present Expt.
Dispersed phase n-pentane- refrigerant-113 cyclopentane
Specific gravity 0.63 1.55 0.68
Enthalpy of vaporization
(J/kg) 3.57%x10° 1.47 % 10 4.19x 10°
Continuous phase flow
Rate (kg/min) 1.295 1.370 0.0
Dispersed phase flow
Rate (kg/min) 0.042 0.101 0.257-0.386
h, watts/m> °C 18 x 10* 12.2x 104 4.52-6.0 % 104
where The values of o, determined for D, = 1.0 mm are
pay UgDELy 170 —1 characteristic of systems with relatively few orifice holes and
K=  Nu oy (38)  hence large orifice velocities [8]. Such systems promote
e tho 0 agglomeration and an early transition to churn-turbulent
K, = Pdv UOD(Z)L{I (rma —,‘:1”(1 )rI(IX71)/2 39 flow‘. . . .
2= =% (39) It is interesting to note that the volumetric heat-transfer
chuO lzma(l_amax) . . .
) coefficients, 4,, in the present experiments were of the same
For complete evaporation order as those determined by Sideman and Gat [6], and Blair,
ra = [(og/ Pay ) Fa>% (1 = Otmay)]2a (40) Boehm, and Jacobs [7]. Table 3 summarizes the conditions of

Substituting equation (40), the appropriate thermophysical
properties from Table 1 and

W=19<%D5) U, @1
into equations (38) and (39) yields
13.4W o —1
K = 42
YT Nuy  2m “2)
1 4W a—5/2 1-— . 2"’a—r:1”a
K, = 3 [(pd[/pdu) I ( 0‘mal z]/\ (43)
Nu, 12m, (1 — opax)
where
w
amax'—"aor?z: mr}z (44)

where the flow area A is 138 cm?. Figure 6 indicates that the
product zAT increased to about 120 cm-K as a result of
agglomeration. With this result, equations (37) and (41-44)
were solved for oy, as a function of x and Dy for W = 9.47
cm?/s. The results are presented in Table 2.

With the results in Table 2, the average void friction was
determined as a function of W according to the formula

_ [ 1 S ta d ] K, " K,
*=lz b0 YK Tk, TK 1K,
The first term on the right side of equation (45) represents the
preagglomeration contribution to &, while the second terms
gives the postagglomeration contribution; and K, /(K, +K;)
and K,/(K,+K,) are preagglomeration and post-
agglomeration volume fractions, respectively. The results are
presented in Fig. 7 as a function of W for Dy = 1.5, 1.0 and
2.0 mm for x between 0.7 and 1.0
The results in Fig, 7 suggest that the value of D, was indeed
close to the observed value of 1.0 mm. Furthermore, the x-
dependence does not appear to be very strong in the range 0.7
to 1.0, although the more turbulent values (close to 1.0)
consistently yield smaller values of &. It can be demonstrated
that this effect results from an increase in the pre-
agglomeration volume fraction as the value of x increases.
The postagglomeration volume fraction decreases as x in-
creases, because the Nusselt number increases as Re* and Re
increase continuously with r; hence, the volume required for
complete evaporation following agglomeration decreases as x
increases. The large effect of Dy on &, arises because oy

(45)

increases as the square of D, according to equations (41) and

(44).
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the three experiments. Sideman’s reported parameters (orifice
diameter = 0.5 mm, Dy = 1.4 mm, U; = 65-70 cm/s) are
very similar to those in the present work, and his qualitative
observations (the existence of distinct preagglomeration and
postagglomeration zones) are also similar. Therefore, it is
suspected that the countercurrent flow in his experiment is
primarily responsible for the higher values of the heat-
transfer coefficient he reports. Countercurrent flow probably
results in both enhanced convection and reduce droplet travel
distance per time; both are effects which increase the
volumetic heat-transfer rate.

Conclusions

The mathematical model for the volumetric heat-transfer
coefficient in direct contact boiling developed in this work
(equations 17 and 30) is reasonably successful in predicting
the experimental results. The model is based on an integration
of single bubble heat-transfer characteristics with the
hydrodynamics of two-phase flow. Hence, it would be ex-
pected to perform well over a wide range of direct-contact
evaporation conditions. Obviously, further confidence can
only be gained by comparison of predictions to experiments
with a broader range of flow rates than was accomplished
here.
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1 Introduction

Direct vapor condensation in subcooled liquid is a common
event encountered in many two-phase systems. Most of the
research in vapor jet condensation has been experiment
oriented and most researchers have directed their attention
towards specific applications and gross geometrical and heat-
transfer behavior. Kerney et al. [l] experimentally in-
vestigated the parametric effects of vapor mass flux, liquid
subcooling, and nozzle configurations on the penetration of
vertically injected steam jets at sonic speed. Stanford and
Webster [2] examined the steam jet profile of both sonic and
subsonic flow. Young and Yang [3] experimented with a
horizontal sonic jet in a coaxial, concurrent, parallel stream
of subcooled water. Based on a Reynolds flux model, they
established a Stanton number correlation for heat transfer at
the interface. Bankoff et al. [4] also experimented with co-
current, parallel, stratified flows of steam and subcooled
water in a channel. They found the heat-transfer rate was
strongly affected by the liquid velocity. These observations
lIed to the belief that the interfacial heat transfer was con-
trolled in the liquid region during co-current two phase flow.
However, for vapor injection into subcooled liquid, other
authors [2, 5, 6] observed that the heat transfer was less af-
fected by the liquid momentum and the heat transfer data
were best fit with a kinetic-limited, mass-transfer model in the
vapor region.

Several authors [3, 5, 6] observed various hydrodynamical
forces associated with the condensation process. Young and
Yang [3] qualitatively identified six distinct dynamical
regimes, as a function of vapor mass flux. Dynamic
characteristics ranged from loud intermittent pops at low
mass flux (chugging) to continous rasps at high unchoked
velocities, and to piercing shrill sound for highly un-
derexpanded jets. Chan and Lee [7] attempted to classify these
different regions by a flow regime map with flow rate and
liquid subcooling as governing parameters. At low steam flow
rate, the condensation interface became unstable, as water
pulsated in and out of the discharge pipe, causing large-
magnitude, short-duration pressure spikes. This phe-
nomenon, known as ‘‘steam chugging,’’ was examined by Lee
and Chan [8], Marks and Andeen [9], Sursock and Duffey
[10], and Kowalchuck and Sonin [11]. At high steam flow
rates, Cumo et al. [6] observed that sonic jets instabilities
became dramatic as pool subcooling became small. He
reported the dynamic force of the jet was less affected by the
mass flux than by the pool subcooling. Chan [5] examined the
details of sonic jet dynamics with a parametric study of pool
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water pool. The dynamic behavior of subsonic jets, differed from that of sonic jets.
The interfacial motion of a subsonic jet was periodic, composed by three intervals:
bubble growth, bubble translation, and bubble separation (necking). The con-
densation rate for each interval was governed by different processes. The pressure
transient of the subsonic jet was marked by periodic impulses, originated by the
necking process. Of the intensive parameters studied, pool subcooling exhibited the
largest influence on dynamic behavior. The pulse frequency and intensity were
Jound to be best fit by correlations involving the Jacob number and the Reynolds

subcooling, exit mass flux, and exit pipe diameter. He found
the pulsation frequency increased with pool subcooling. At
low pool temperatures, pulse frequencies decreased with
increasing tube diameter, but converged to the eigenfrequency
of the liquid pool at temperatures near saturation. Pulse
magnitudes increased with jet diameter and increasing pool
temperature, but diminished rapidly near saturation tem-
peratures in every case. He found a good correlation between
experimental frequencies and those predicted from Rayleigh
bubble motion. Greef [12] investigated the effects of pool
subcooling and jet diameter on the dynamics of subsonic
steam and freon jets. Greef’s observed subsonic jet dynamics
were characteristically in agreement with Chan’s results for
sonic jets. The pulse frequency was a positive linear function
of pool subcooling.

Some details of the local jet condensation mechanism of a
sonic, underexpanded steam jet were examined by Bronnikov
et al. [13]. Using a pitot tube to measure the velocity head,
Bronnikov discovered three distinct regions of flow in the
axial direction. There was a region of expansion nearest to the
jet exit where the static pressure decreased to that of the
surroundings. This region was steady, unaffected by con-
densation, and it exhibited a self-similarity in axial velocity
distribution. Following the expansion region was a region of
extremely high condensation intensity, which was charac-
terized by local condensation centers and large intermittent
radial liquid velocity components. No axial velocity similarity
profile existed in this region. In the third region, the en-
trainment of bulk pool water in the flow field caused the jet
profile to spread. Once again a similarity in the axial velocity
profile prevailed. The minimum velocity head in the jet
profile existed at the boundary of the first and the second
region, while a relative maximum existed at the boundary of
regions two and three.

Bronnikov’s observation has raised a related question: does
a subsonic vapor jet behave in a similar manner? It is also
observed that most of the past works have been related to
either vapor jets of high velocity (sonic jet) or vapor injection
at low flow rate (steam chugging). The objective of the
present work is to examine the basic mechanism of vapor jet
condensation at intermediate vapor flow rate (subsonic jet).
Owing to the physical complexity of the problem, the present
approach is primarily experimental. Specifically, the
parametric effects of pool subcooling, exit steam flux, and
injection pipe diameter are investigated for the subsonic
regime. The condensation characteristics and the governing
physics of oscillatory interfacial motion are examined as well.

Apparatus and Procedure

The experimental apparatus is designed to allow controlled
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vertical injection of steam into subcooled water with variable
jet exit diameters. The major components of the system
consist of the boiler, the surge tank, and the test chamber as
shown in Fig. 1.

The central component of the steam supply is the 17-KW,
three-phase Chromalox boiler. The boiler has a maximum
steam generation rate of 7.56 gm/s. Saturated steam exits
from the boiler and flows through a 1.5-kW Chromalox
superheater, where its temperature is increased to a maximum
of 200 C. After exiting from the superheater, steam flows
through a 5.1 ¢m dia pipe, which contains an isolation
solenoid valve. Downstream of the valve, the steam enters
into the 0.044 m? surge tank. The surge tank is designed to
withstand pressures up to 500 kPa. Under control of a second
solenoid valve downstream of the surge tank, supply steam
flows through a 5.1 cm dia pipe towards the test chamber. The
steam supply system is either lined or constructed of 304
stainless steel to mitigate corrosion. The steam pipe is
wrapped with electrical heating tapes and insulated with 2.5
cm fiberglass covering to prevent steam condensation.
Finally, the channel converges from the 5.1 cm dia pipe to a
variable diameter tube of 75 cm in length. The tube is sub-
merged below the water level inside the test chamber.

The test chamber consists of two sections: one stacked on
top of the other. The chamber is hexagonal in cross section
and symmetric about the vertical jet tube. The distance
between flats of the hexagon is 46.0 cm, more than twenty
times the largest jet diameter used in experiments. The total
depth of the chamber is about 120 cm. The submergence

Experimental apparatus

depth of the jet is 23 cm from the surface. The chamber wall is
constructed from 0.635 cm (1/4 in.) thick stainless steel
plates. The chamber wall effects on the jet behavior is ex-
pected to be small. This is based on the theory of in-
compressible flow, where the liquid velocity at a distance of
20 dia from the interface will be 0.25 percent of the interfacial
velocity, and the pressure at that location will be 5 percent of
the interfacial value. Open ports in the upper plate of the test
chamber maintain atmospheric pressure in the chamber at the
water surface. Other ports in the bottom plate and in the side
plates of the test chamber allow the insertion of various in-
strumentation probes. Windows in the side panels of the
chamber allow clear visibility and high speed photography of
the jet injection phenomenon. High speed movie and digital
sampling of instrumentation signals comprise the com-
plimentary techniques of data acquisition used in the ex-
periments. The central piece of photographic equipment is a
Red Lake, high-speed 30 m film movie camera with a variable
frame rate up to 3000 frames/s. Additional photographic
equipment includes 1.0-Kw, high-intensity lighting fixtures, a
film speed controller, an internal strobe film timing device,
and a signal lamp that is triggered by activating the data
acquisition system.

The digital sampling system consists of a sixteen-channel,
1000-gain amplifier bank, sixteen channels of analog-digital
(A-D) converters, and a PDP-11 minicomputer which
monitors the sampling process with user written software. The
maximum sample frequency of the A/D converter is about
10* per s. The maximum storage capacity of the computer

Nomenclature
4,,a, = constants P = pressure
A = area AP = pressure difference
b,,b, = constants r = radius .
¢ = sound speed, constant R = test chamber radius p = density
i AT = pool subcoolin : :
C, = heat capacity b & » = kinematic viscosity
d = jet tube diameter t = tme )
f = frequency u = velocity Subscripts
h = average heat-transfer ~Ja = Jacob number (o,C,AT)/ 0 = jetexit conditions, jet tube
coefficient (pshy) n = necking interval
h;, = latent heat Re = Reynolds number b = bubble growth interval
k,,k, = consants (uod)/v s = steam
m = mass flow rate per unit area St = Strouhal number (fdp,)/ ! = liquid
(mass flux) (ostt6) ¢ = condensation

2721 Vol. 104, MAY 1982

Transactions of the ASME

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://vvvvvv.asme.org/term's/Terms_Use.cfm



-

CHOKED UNCHOKED

UpsTREAM STEAM
PReSSURE Kpa
rO
~J
L]

TempPeraTURE C

UpsTrREAM STEAM

|
1
!
{
190 {
T
I
t
|
1
1

PooL. WATER

TEMPERATURE (

0 2 i 6

TIME (MIN,)
Fig.2 Blowdown pressure and temperature transients

co

memory is about 9000 independent digital samples divisible
between any number of the sixteen signal channels. The signal
acceptance criterion of the A-D converterisa = 10 V range.

Instrumentation consists of iron constantan thermocouples
and Statham, flush mounted, strain gage, pressure trans-
ducers. In the upstream station, ports are available for in-
sertion of thermocouple and pressure transducer probes into
the main steam flow. In the test chamber, dynamics of the
injection process are recorded by a pressure transducer
mounted on the side wall of the chamber. Bulk pool tem-
perature measurements in the test chamber are made with two
thermocouple probes protruding through sealed ports in the
walls. The probes are located at heights of 25 ¢m and 40 cm
from chamber bottom and are extended inward about 10 cm
from the chamber walls. A special mobile thermocouple,
designed to take measurements anywhere in the near region of
the jet exit during experiments, is operated manually from
outside the test chamber.

Prior to injection of steam, the data acquisition system was
calibrated, referenced, and programmed for the upcoming
experimental event. A sampling software program was run to
specify the sample frequency, number of signal channels, and
the total number of discretized data points for the experiment.
The sampling system was then put in a standby mode until a
manually operated switch was used to actuate the sampling
event.

The test chamber and the boiler were filled from the ex-
ternal supply of demineralized water. The jet exit was sub-
merged to a depth of 23 cm in the test chamber. The pool
subcooling was set to the desired value by either heating the
bottom of the chamber with electrical strip heaters, or by
running cooling water through the test chamber cooling coils.
Variable power tape heaters were actuated on the main steam
line about 30 min before recording, to insure a high steam-line
wall temperature during run time. Power was delivered to the
boiler while the two solenoid valves in the main steam line
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Fig. 3 Sequential steam profile motion and pressure transients for
sonic and subsonic jets of different steam flowrates and subcooling

remained open. Low pressure steam from the boiler purged
the air content in the main line to a minimal fraction. After a
few minutes, the downstream valve of the surge tank was then
closed; isolating the test chamber from the steam source.

The Dboiler continued to generate steam causing
pressurization of the surge tank., When the surge tank reached
the desired pressure level. The solenoid valve downstream of
the surge tank was opened and steam quickly accelerated
through the jet tube into the liquid pool. At first the flow in
the jet reached a sonic speed at the exit. Violent mixing
maintained nearly isothermal conditions in the pool while the
bulk pool temperature slowly increased. As the pressure in the
surge tank slowly dropped, the exit flow became subsonic.

Typical upstream steam pressure and temperature tran-
sients and the corresponding test chamber water temperature
are shown in Fig. 2. These transients represent an entire
blowdown period of the 0.635 c¢m tube test. The discontinuity
in the slope of the pressure and the temperature curves
represent the transition from the choked to the unchoked
flow. The steam pressure at this transition point is in-
dependently verified by the Modified Darcy formula of single
phase flow as outlined on pages 4-13 of [14].

The high speed movie camera started upon entry of the
subsonic regime. Then, the manually operated control switch
simultaneously started the data acqusiition system and the
signal lamp. Appearance of the signal lamp on the photo-film
marked the onset of data collection by the PDP-11, to relate
the data to the movies. The data included the pressure and the
temperature in the steam supply line, the pool temperature at
three different locations and the pool pressure at the bottom
and at the side of the test chamber. A typical value of the data
sampling period is 1 s which is small in comparison to the
entire blowdown transient of 6 min. Hence, the steam
pressure and temperature, the exit mass flux and the pool
temperature, can be considered to be constant for the time
interval of movie recording.
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Table 1 Experimental test parameter

Test Tube Pool Exit steam
node {cm) °C) (flux mass)
Kg/M~hr.)
% 1079
1 0.635 64 1.1
2 0.635 48 1.1
3 0.635 37 1.1
4 0.635 25 1.1
5 1.59 65 1.1
6 1.59 51 1.1
7 1.59 40 1.1
8 1.59 26 1.1
9 2.22 62 1.1
10 2.22 48 1.1
11 2.22 39 1.1
12 2.22 26 i.1
13 0.635 53 0.81
14 0.635 40 0.8]
15 0.635 53 0.53
16 0.635 40 0.53
17 0.635 64 1.2
Seventeen tests were performed, each representing a unique  different. In addition to the sinusoidal wave trains

set of flow parameters and scaling. The parameter sets are
listed in Table 1. Twelve of the test constitute nodes of a
parametric matrix, of three jet diameters, and four values of
pool subcoolings. Four additional tests, in conjunction with
the twelve tests, create a test matrix of three exit mass fluxes
and two subcooling temperatures. Pool subcooling tem-
peratures range from 25 to 65 C; jet exit diameters are 0.635,
1.59, and 2.22 cm; and exit mass fluxes are 0.97, 0.71, 0.46
times the critical value. The mass flow rate and the critical
mass flow rate are calculated by the Modified Darcy formula
[14] for given steam pressure and flow resistance. The
calculated flow rates correlate well with the flow rate obtained
from calorimetric heat balances of the liquid in the test
chamber [15]. In all these tests ambient pressure is at-
mospheric, and the jet submergence is 23 ¢m. The last test,
node 17, is a sonic jet submerged in a highly subcooled pool.
It represents the point of transition from sonic to subsonic
exit velocity.

3 Results and Discussions

A cyclic motion of the jet profile is observed from the high-
speed film. Figure 3 shows assorted samples of test results at
sequential stages during a typical oscillation period. Figure
3(a) is a typical result of a sonic jet. Figures 3(b),3(c), and
3(d) are for subsonic jets with different mass fluxes and
subcoolings. Each cycle of the steam motion can be classified
into four stages. From its smallest configuration (stage 1), the
steam region first grows as a bubble, forcing the pool liquid
away from the jet exit and shrouding the jet stream from
direct contact with the pool liquid. The bubble growth ter-
minates at a maximum radius (stage 2). The impingement of
the jet momentum force starts to elongate the steam bubble
and enhance bulk convection of the pool liquid in the vertical
direction. The elongated bubble appears to translate in the
vertical direction until it clears the exit plane of the jet. At this
moment, pool liquid encroaches from the radial direction on
the cylindrical geometry of the jet core (stage 3). The en-
trained liquid slug detaches the downstream bubble from the
supply, forcing it to quickly collapse. The inertia of the en-
trained liquid also temporarily retards the vertical motion of
the jet stream at the pipe exit (stage 4). The remaining at-
tached steam returns to its minimum dimension, and the cycle
repeats itself. In view of these distinct intervals of motion,
each cycle can be divided into three periods representing the
bubble growth, the bubble translatory motion and the bubble
separation (necking). Theses periods are more distinct for
subsonic jets than for sonic jets. .

The pressure transients for subsonic jets are also quite
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(represented by solid line in Fig. 3), which is a characteristic of
the sonic jet, there are periodic impulses (represented by
broken lines in Fig. 3) for subsonic jets. These impulses
appear to occur more frequently above a threshold value of
pool subcooling of 40 C. The amplitude of the dynamic
impulse can not be captured in the present experiments
because the time interval of the impulse is beyond resolution
by the data acquisition system and the response of the
pressure transducer. However, by correlating the pressure
data with the movie data, the impulse spike is found to occur
when the bubble separated (necking) and when the isolated
bubble collapsed. In the present experiments the impulses
occured mostly during the necking process. On a few oc-
casion, a collapsing bubble produced an impulse in the same
order of magnitude as that during necking.

For direct contact condensation, an overall heat-transfer
coefficient is used to quantify the condensation rate at the
vapor-liquid interface [6]. Assuming a uniform heat flux at the
interface area A., the heat-transfer coefficient, calculated
from an energy balance on the steam with the jet profile, is:

 ihg Ao
T ATA,

The interfacial area at a particular time is obtained by
tracing the jet profile from the film frame. The elongated jet
profile is divided into sectional disks of small thickness:
Assuming axial symmetry of the jet profile, the interfacial
area is obtained by summing the curved surfaces of all the
disks. A, in equation (1) is the integral average of the in-
terfacial area over a complete cycle. The mass flux s is
calculated from the upstream steam pressure data [14].

The average heat-transfer coefficients calculated by
equation (1) for a complete cycle of subsonic jets, are shown
in Fig. 4(a). Figure 4(b) shows the effect of exit steam velocity
on the heat-transfer coéfficient. The four data points of lower
velocities are obtained from test nodes 13, 14, 15, and 16,
while the two data points of Mach number close to 1 at
AT=40°C and 53°C are obtained from interpretation be-
tween nodes 2 and 3, and nodes 1| and 2, respectively, as
shown in Fig. 4(a). For subsonic jets, pool subcooling has a
large effect, while exit stream velocity has a small effect:
These trends are in good agreement with those reported by
Cumo [6] for a sonic jet, although the magnitudes of his heat-
transfer coefficients are about five to ten times greater than
the present subsonic jet values.

In equation (1), the greatest uncertainty is with the in-
terfacial area. Due to the stripping effect at the boundary, an
accurate determination of the area is difficult. With an

)
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estimated 25 percent uncertainty associated with the area, 10
percent uncertainty associated with the mass flux, the heat-
transfer coefficient has an uncertainty of 33 percent.

From the movie data, during the growth period, the in-
terface appears to be clear and distinct, indicating no two
phase region in-between the vapor and the liquid regions. In
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accordance to the bubble growth theory [16], the con-
densation rate is governed by the heat transfer through the
liquid phase. On the other hand, during the necking period,
the interface appears to be rough and fuzzy, indicating a two
phase in-between the vapor and the liquid regions. With the
presence of the droplets in the two phase region, the heat
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Table 2 Experimental results

Test Heat-transfer coefficients Time intervals Frequency Dimensionless Peak to peak
node (W/em?K 1) (milli-s) s7! maximum bubble pressure
radius oscillation
amplitude P
_ hy h ) Ly b,max./70) (N/m?
1 47 190 69 1.9 0.3 480 2.2 21.5
2 30 88 36 2.5 0.3 377 3.2 28.7
3 16 114 24 3.7 0.3 284 5.0 29.2
4 11 59 15 7.9 0.5 262 7.4 47.9
5 44 116 55 3.5 0.5 238 2.3 38.3
6 25 97 32 5.8 0.6 222 3.4 52.7
7 24 104 30 7.9 0.6 188 4.0 62.2
8 10 123 16 14.7 0.8 134 7.8 95.7
9 44 84 49 6.0 0.8 175 2.4 43.1
10 28 75 32 10.2 0.9 140 3.3 76.6
13 31 173 46 2.5 0.3 408 2.6 23.9
14 16 91 21 4.2 0.3 246 4.2 31.1
15 26 ‘149 39 2.5 0.3 460 2.3 26.3
16 15 82 20 3.9 0.3 278 3.5 30.1
17 - - 116 - - - - -
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Fig.6 Correlations of impulse frequencies from experimental data

transfer through the liquid region is no longer important. The
condensation rate would be greatly enhanced by the cold
droplets.

Because of the different physical processes, the heat-
transfer rates in the necking and the bubble growth periods
should be identified independently.

Assuming constant heat-transfer coefficients in each of
these two periods, the heat-transfer coefficient calculated by
equation (1) actually represents the weighted average:

h= hbtb +/1,,f,,

2
’b‘f'fn ( )
where
h = total average heat transfer coefficient during the
cycle;
h, = average heat-transfer coefficient during bubble
growth interval;
h, = average heat-transfer coefficient during necking
interval;
t, = duration of bubble interval (including growth,
translation, separation, and collapse); and
t, = duration of necking interval.

The bubble heat-transfer coefficient, £,, is calculated using
equation (1). After calculating A,, the necking heat transfer,
h,, is calculated from a rearrangement of equation (2).

The results of the A, and &, are shown in Fig. 5. The bubble
growth heat-transfer coefficient is affected by the subcooling.
The necking heat-transfer coefficient shows no definite pool
subcooling dependence. Despite spurious scattering in the
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necking coefficient values, caused by difficulties to obtain
accurate values of ¢, from the movie data, the mean value of
the necking heat-transfer coefficients falls remarkably close to
the experimental sonic jet value (node 17). This is consistent
with observation that the two-phase droplet region during
necking enhances the condensation rate. With an uncertainty
of 30 percent associated with ¢,, 33 percent associated with
h,, 33 percent associated with A, 4 percent associated with #,,
the A, calculated from equation (2) has an uncertainty of 65
percent for test node 7.

The values of the heat-transfer coefficients, 4, h;, and A,
the time intervals, ¢,, and ¢, the dynamic impulse frequency,
Jf, the maximum bubble radius, r,, and the peak to peak
pressure oscillation amplitude, AP, for all the test runs are
tabulated in Table 2.

Examinations of the pressure data indicate the following
trends:

(1) Increasing pressure frequency with increasing pool
subcooling

(2) Decreasing pressure frequency with increasing jet tube
diameter

(3) Increasing pressure amplitude with decreasing pool
subcooling

(4) Increasing pressure amplitude with jet tube diameter

(5) Increasing pressure amplitude with increasing exit mass
flux

In attempting to correlate the results of the frequency data,
physical insight is used to determine the governing
parameters. The parameter would be the ratio of the specific
energy -absorption capabilities of the liquid and the energy
density of the steam, i.e., the Jacob number, defined as
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The droplet stripping rate is governed by another
parameter, the Reynolds number defined as uyd/v. In-
troducing the density weighted Strouhal number for the

frequency
St=(fdp;)/ (Uyps) 4
then a correlation of the following form is sought:
St =k, (Ja)*! (Re)®1 (5)

The experimental results of the correlated pulsation
frequency are shown in Fig. 6. For the data range in the
present study, the values of the constants in equation (5) are
k, =0.011, g, =0.72, and b, =0.25 for 77 <Ja<260 and 2.3
x 106 <Re<1.7 x 107,

The wave form of the pressure signal, different from the
impulse, reflects the oscillating pressure field inside the steam
region of the jet. These fluctuations are generated by the
imbalance in the net flow of steam in the jet region. The
amplitudes are expected to depend on the same parameters as
the dynamic frequency. In addition, the amplitude depends on
the relative location of the pressure transducer in relation to
the interface. Therefore, a correlation of the following form is

anticipated:
AP/P=k,(ro/R)% (Ja)?2 (Re)* 6)
for 77 < Ja < 260
2.3 x 10° <Re < 1.7 x 107
For k,=0.024, a,=0.75, b,=1.4, and ¢=0.25, the

correlation fits the experimental data best (Fig. 7).
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By observation the dynamics of subsonic jets are quite
different from those of sonic jets. The periodic interfacial
motion of subsonic steam jets can be subdivided into three
basic intervals: bubble growth, bubble translation, and
bubble separation (necking). The condensation rate during the
bubble growth and the bubble translation is governed by the
heat transfer in the liquid region while the condensation rate
during necking is governed by the heat transfer in the steam
region. The heat-transfer coefficient is largest in the necking
interval and is unaffected by subcooling because of the
droplet stripping. The heat-transfer coefficient during bubble
growth increases with increasing subcooling. The average heat
transfer for subsonic jets is about one-fifth to one-tenth of the
sonic jet values.

The subsonic pressure transient is marked by periodic
impulses. These impulses originate from the necking of the
steam bubble.

Effects of subcooling, jet diameter, and mass flux on the
pressure frequency and magnitude are correlated with the
Jacob number and the Reynolds number.
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Boiling From Porous Metallic
Coatings

A study of pool boiling from a commercial porous metallic matrix surface is
reported. The excellent steady boiling characteristics of this type of surface are
confirmed; however, high wall superheats are required in most cases to initiate
boiling. The resultant boiling curve hysteresis does not appear to have been
previously reported in the literature. This effect is indicated in recent pilot plant

tests. The present results generally confirm the speculated mechanism of boiling
with these surfaces and suggest reasons whereby single-tube performance may be
superior to tube bundle performance.

Introduction

Industrial demands for more efficient boilers and
evaporators have spurred the development of methods to
increase boiling heat-transfer coefficients or critical heat
fluxes. A recent Department of Energy sponsored project led
to the documentaiton of 508 papers and reports [1] and 59
U.S. patents [2] related to the enhancement of pool or forced-
convection boiling. Of greatest interest are the special surfaces
which promote nucleate boiling at low temperature dif-
ferences. As outlined in reference [3], one of the categories of
structured boiling surfaces is coated surfaces, whereby an
irregular matrix of potential nucleation sites is produced by
such methods as poor welding, sintering or brazing of par-
ticles, electrolytic deposition, flame spraying, bonding of
particles by plating, galvanizing, plasma spraying of a
polymer, or metallic coating of a foam substrate. The general
object of these surface treatments is to provide nucleation
sites which will be stable, that is, trap vapor so that initial
bubble formation can occur at moderate wall superheat.
Furthermore, these sites promote high rates of vaporization
so that the wall superheat required for developed nucleate
boiling is low compared to that required for boiling from
surfaces with natural cavities.

Several of these processes for producing a porous metallic
matrix have been patented and commercialized. These sur-
faces achieve the desired objective, but there is still a lack of
agreement as to the mechanism of boiling.

Mechanisms., There are several mechanisms which have
been postulated for boiling from surfaces with porous ar-
tificial coatings or fouling deposits [4]. Consider first,
nucleation in the matrix shown in Fig. 1. If the matrix
material is poorly wetted, vapor or vapor plus noncondensible
gas will be retained in the interstitial space when the tem-
perature is reduced below the saturation temperature.
Alternatively, in the more usual wetting situation, re-entrant
and doubly re-entrant cavities are required to permit stable
dropwise formation so that the cavities are not filled with
subcooled liquid. In any event, the matrix increases the
probability that nucleation sites are available which will
remain active (retain vapor or gas) for repeated cycles of
heating and cooling. Furthermore, there is a greater
probability that the cavities will have larger effective mouth
radii than natural surface cavities, thereby insuring incipient
boiling at lower wall superheat.

Turning to established boiling, there are a number of
possibilities. If the interior of the matrix becomes dry, there
will be bubble formation at the surface —similar to boiling
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from smooth surfaces with natural cavities, but at lower
superheat due to the larger mouth radii. More likely, liquid
penetrates the matrix and vapor is generated within the
matrix.

O’Neill et al. [5, 6] postulate a vapor bubble formed in an
interparticle space. Vapor is generated primarily by
evaporation of the thin liquid film segments separating the
bubble from the particles. The bubble then grows and
squeezes out of a convenient pore. Fresh liquid is supplied to
vapor production centers through nonbubbling pores and
interconnected channels. The total superheat is assumed to be
the sum of the conduction temperature drop across the liquid
film and the traditional equilibrium superheat for a curved
liquid-vapor interface. When the characteristic pore size or
pore size distribution is available, the boiling curve can be
obtained by backing-out bubble shape parameters from the
experimental data. The latest version of this model yields ¢”
~ AT'73 depending on the fluid (for a given surface) [7].

In related studies, Cohen [8] and Macbeth [9] have argued

iy UGN
TRNE NSz AR

SN

SERVING AS INITIAL
NUCLEATION SITES

NN POROUS MATRI X
207/ SUBSTRATE

‘i VAPOR

Fig. 1 Conceptual model of boiling in a porous matrix of sintered
metallic particles
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that porous corrosion deposits, such as boiler crud, are
characterized by ‘‘vapor chimneys’ at regular intervals.
These are fed by surrounding liquid channels with
evaporation occurring near the point where these channels
meet a chimney. Macbeth assumed that the critical condition
is defined by the maximum amount of vapor which can be
produced. This, in turn, is limited by the flow rate in the
liquid channels. Smirnov [10] has also suggested vapor
chimneys, but in a rather dense deposit matrix so that the
liquid feed occurs only in reflux fashion on the chimney walls.

A plausible picture that emerges from these brief
descriptions, then, is that steady vapor formation in a porous
matrix is considered to be primarily internal. There are
preferential vapor escape channels; the liquid is supplied
primarily through other channels surrounding the vapor
channel. Evaporation occurs at the mouths of the liquid
channels and on adjacent surfaces wetted by the liquid. A low
AT is required for evaporation due to the large internal
surface area. The vapor which is seen in the pool represents
bubbling, as if air were blown into the pool through a per-
forated plate, rather than the conventional nucleate boiling
cycle of nucleation, growth, and departure. This is depicted in
Fig. 1.

Unresolved Problems. The most recent work of O’Neill et
al. suggests that a semiempirical predictive equation can be
generated for developed boiling in porous metallic matrices
{7]. The size distribution of the active, vapor-carrying pores is
required. Also, two more shape factors determining those
pores which generate and carry vapor are needed. As in
normal surface cavity boiling, then, experiments are required
to establish key parameters. With more refined techniques,
perhaps, the model can be simplified to the point where only
one adjustable constant is needed, as has been done for
nucleate boiling [11}.

A question of more urgency seems to be the initial behavior
of porous boiling surfaces. Mention of start-up problems or
boiling curve hysteresis is conspicuously absent from the
rather extensive literature on the subject. Brief mention of
such hysteresis is given by Torii et al. [12] when describing the
performance of the Hitachi Thermoexcel-E surface; however,
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THERMOCOUPLE HOLES,
1T mm DIA., 5 cm DEEP

% 2 o

A 1.27 cm DIA. CARTRIDGE

POWER CABLE/ ‘/
HEATER WAS INSERTED INTO TUBE,

Fig.3 Testsection

that surface is in a quite different category. Although tests
have shown that a porous metallic coating can eliminate the
pronounced hysteresis of R-113 in forced convection boiling
[13], it has not been clearly established that this is the case in
pool boiling. The primary object of this study was to obtain
detailed information on the nucleate boiling characteristics of
a typical coated surface and to relate that information to the
behavior of large-scale systems. The parameters studied were
surface structure, boiling liquid, surface aging, subcooling,
and the way in which heat flux is changed.

Experimental Program

General Apparatus, The pool boiling setup used in this
program is shown in Fig. 2. Electrically heated cylindrical test
sections were mounted horizontally in a 30-cm cubical Pyrex
tank. Working fluids were water or R-113. Insulation was
provided on the bottom and sides of the tank; one of the side
panels was removable for visual observation. An aluminum
plate with a Buna N seal served as the cover. In addition to the
test section, provision was made for installation of four
auxiliary catridge heaters, pressure tap, fill line, and reflux
condenser.

An adjustable-height frame fixed on the cover functioned
as a firm support of the test section without noticeable
restriction of the liquid flow. As shown in Fig. 2, three
thermocouples were attached to a ring of 10-cm dia fixed on
the support frame to measure the fluid temperature near the
test section.

Test Sectionn. The four test sections studied had the general
characteristics shown in Fig. 3. Cartridge heaters were firmly
fitted in thick-walled copper cylinders. Three holes of 1-mm
dia and 50-mm deep were drilled at each end of the cylinders,
at 120 deg intervals with the axis within about 1.6 mm of the
surface (uncoated), for insertion of wall temperature ther-
mocouples. The cylinders were provided by Linde Division of
Union Carbide Corporation and are designated as test sec-
tions 1, 2A, 2B, and 4.

Test section 1 has a plain surface while the other test sec-
tions were coated with the Linde High Flux boiling surface.
This proprietary process involves brazing of metal powder to
the base surface so as to form a porous structure with a void
fraction (porosity) of 50 to 65 percent. According to the
manufacturer, test sections 2A and 2B have a porous layer
thickness of 0.38 mm; about 45 percent of the copper particles
constituting the matrix range from 200 (74 um) to 325 (44 um)
mesh in size, with the remainder being finer. Test section 4
also has a porous layer about 0.38 mm thick; the particle sizes
range approximately 75 percent between 200 and 325 mesh,

Nomenclature
p = pressure AT = wall superheat: wall tem- U, = overall heat-transfer coefficient
g” = average heat flux for a tube or perature minus saturation based on outside tube surface
tube bundle temperature area
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(a) 100x

(b) 300x, central region of (a)
Fig.4 SEM photographs of test section 2B

with the remainder being finer. As shown in Fig. 4, there are
large variations in pore size and shape. The large pore shown
in Fig. 4(b) probably functions as a vapor escape path or
chimney.

Instrumentation. The alternating current power supplied
to the heaters of the test sections was adjusted by a powerstat
and was monitored by a digital voltmeter and an ammeter.
Another powerstat controlled the auxiliary heaters.

Copper-constantan thermocouples were used to measure
temperatures. The monitoring of the ten temperature readings
was facilitated by use of the Heat Transfer Laboratory Data
Acquisition System [14]. The system is basically composed of
an ice-point reference, an A/D converter, a scanner, a
calculator, and a printer.

A precision mercury barometer was used to measure the
atmospheric pressure. The small pressure difference between
the atmosphere and tank vapor space was determined by an
inclined mercury manometer.

Experimental Procedure. The tank and the test section
were cleaned with acetone before each test. The liquid level
was maintained at about 8.3 c¢cm above the centerline of the
test section by periodic replenishment. It generally took about
ten minutes to achieve steady conditions after the power level
was changed.

At very low power levels, a compromise was necessary to
insure saturated pool conditions. The heat loss, particularly
with water, was considerable, so that the pool temperature

Journal of Heat Transfer

began to drop when the auxiliary heaters were shut off. On
the other hand, these heaters introduced rather strong con-
vection currents in the pool. It was decided to leave the
auxiliary heaters on, so as to achieve saturated conditions
during boiling, even though this meant that the pool con-
ditions were not truly free convection for nonboiling and very
low boiling heat fluxes. The maximum subcooling was 0.3 K.

Effects investigated in this experiment were surface
structure, boiling liquid, surface aging, surface subcooling,
and the way in which heat flux is changed. The term surface
subcooling here means the temperature difference between
saturation temperature and temperature of the surface and
pool before the test.

Curves of experimental results were coded for convenience
and are defined as follows:

e Test section 1, 2A, 2B, 4
e Fluid W = distilled water
F = Freon-113
® Surface aging B = surface was given a mo-
derate heat flux (about

30,000 w/m? so as to boil
vigorously in a saturated
pool for more than 20 min
before the run)

tube was heated by its built-
in heater to about 20 K
above T in air to evaporate
the probable entrapped
liquid before immersion.
Note that the immersed test
section was not heated until
the pool (and surface)
subcooling was removed, as
described in the following.
The temperature difference between
T, and the temperature to which the
surface was cooled down in the
pool before the run, in K. The time
required to remove the subcooling
ranged from 10 to 30 min. Note
that the inevitable subcooling of the
pool was 0.3 K for both water and

e Surface subcooling

Freon-113.
e Wayinwhichheat C = heat flux was increased
flux was changed continuously and slowly

(about 4000 w/m?2-min) to a
new operating condition.

heat flux was increased
stepwise, from hundreds to
thousands of w/m? per step.

For example, 2A-W-B-56-C represents the curve of test
section 2A boiling in a pool of distilled water according to the
following procedure:

1 The tube was given a heat flux of about 30,000 w/m? to
boil in a pool of saturated distilled water for more than 20
min.

2 The pool insulation was removed for a few hours until
the pool and the immersed test section were cooled down to 56
K lower than 7.

3 The pool was heated with auxiliary heaters to saturation.
No power was supplied to the test section.

4 The power to the test section was increased continuously
and very slowly.

The following quantities were then measured: voltage
across the test-section heater, heater current, atmospheric
pressure, pressure difference between atmosphere and tank,
and the pool level above the test section. These quantities were
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read into the computer, the test section temperatures were
sampled (5 to 10 times), and the heat flux and average wall
superheat were calculated. The power was increased until the
power limit of the heater was reached so as to generate a good
portion of the complete boiling curve. Finally, the power was
reduced until nucleate boiling ceased.

The heat flux was evaluated assuming uniform heat
generation within the heater; the area was based on the radius
of the base cylinder. Since the thermocouples were located
well away from the ends, end losses could be neglected.
Measured temperatures were averaged and corrected for the
temperature drop over the distance between the thermocouple
bead and the surface of the base cylinder (~1.6 mm). The
estimated uncertainties in heat flux and wall superheat are 80
w/m?, 0.1 K and 800 w/m?, 0.2K at ¢” = 800 w/m? and ¢”
= 80,000 w/m?, respectively.

Test Results

Water Tests. The plain tube water tests shown in Fig. 5 were
very much as expected. The boiling curve for partial and
developed boiling was essentially the same for both increasing
and decreasing heat fluxes, regardless of surface aging, initial
surface subcooling, or rate of heat flux change. The low heat
flux nonboiling portion of the curve was higher than the
natural convection prediction due to the pool convection
induced by the auxiliary heaters.

Typical data for a High Flux surface are shown in Fig. 6. It
is evident that a considerable heat flux is required before
developed boiling sets in. For example, in the 2A-W-B-69-C
test, incipient boiling occurred at A, and there were only
several bubbling sites visible before B. At that point a small
patch of boiling was evident, and the superheat shifted to C.
Another patch broke out at D, and the superheat was reduced
to E. Finally, at F the entire surface was boiling, and the
superheat dropped to its minimum value at that heat flux. For
other subcoolings there was only a single temperature ex-
cursion. ‘

The curve marked with dark circles in Fig. 6 was stable for
both increasing and decreasing heat flux; that is, once this
curve was entered, the heat flux could be changed in any
manner, as long as beoiling was maintained. The typical
traverse then exhibits the characteristic boiling curve
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hysteresis whereby the increasing flux curve is different from
the decreasing flux curve.

The data shown in Fig. 6, as well as other data presented in
[4], confirmed that temperature overshoots were generally
larger with higher subcooling. The D tests and the S tests
yielded increasing flux curves rather close to the stable boiling
curve. There was no appreciable difference between stable
curves for Test Sections 2A, 2B, and 4.

The most important feature of these data are the dramatic
improvements in heat-transfer coefficients with the High Flux
surface. If the coefficients are evaluated at constant heat flux,
the improvements are about 250 percent. Viewed from the
standpoint of a two-fluid heat exchanger, the High Flux
surface promotes boiling, with its high heat-transfer coef-
ficients, at superheats below 1 K. The problem is that high
superheats or heat fluxes may be required to initiate the ef-
fective boiling.
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Freon Tests.! The smooth surface exhibited modest
temperature overshoot and boiling curve hysteresis, as shown
by typical data in Fig. 7. Prior to the temperature excursion,
patch boiling was evident. There was some indication that the
overshoot was greater with higher subcooling and less with
step increases in power. The stable curve, defined by the
decreasing heat flux data, was unaffected by any of the
special procedures.

The data presented in Figs. 8 and 9 indicate that the High
Flux surfaces are characterized by large temperature over-
shoots which lead to dramatic boiling curve hysteresis. The
augmented free convection curve was followed typically until
about AT = 8 K when there was an explosive formation of
vapor and a reduction of AT to about 0.5 K. With test section
2B (Fig. 9), incipient boiling at isolated points was noted
before the excursion. For both 2A and 2B, it was possible to
increase the power to a high level, keep it there for some time,
and then trigger the excursion by tapping the test section (2A-
F-B-0.5-S and 2B-F-B-15-C).

The stable boiling curves for test sections 2A, 2B, and 4,
with all procedures, were quite similar and represent a 400 to
800 percent improvement in the boiling heat-transfer coef-
ficient (at constant heat flux), Stability of the curve was
confirmed by an 8-hr-long 2B test at 2790 w/m?, during
which time the wall superheat remained constant at 0.5 K.

The stable curves are in excellent agreement with certain of
the curves of Nishikawa et al. [17, 18] for poo! boiling of R-
113 from sintered layers of copper or bronze powder.
However, the curves in question were for layers of at least 1
mm thickness and particles of 100 ym.

The temperature overshoot which characterizes the High
Flux surface does not have an obvious dependence on sub-
cooling. There is, however, a trend toward initiation at lower
AT when the power is increased stepwise or when the D
treatment is used.

Discussion

Explanation of Hysteresis Characteristics. The present
boiling curves for High Flux surfaces are characterized by
large-scale boiling curve hysteresis, an effect that does not
appear to have been reported previously in the literature. This
is due to flooding of the porous matrix with liquid so that only
relatively small sites are available for nucleation. By the usual
theory of boiling nucleation, these sites must have re-entrant
characteristics.

For a given surface, it would be expected that the contact
angle would strongly influence the extent of the temperature
overshoot. Although such measurements were not made in the
present study, previous experience indicates that the contact
angle for water-copper is at least 50 deg while the contact
angle for R-113 - copper is less than 5 deg [19]. The liquid
penetration into the porous matrix in the water tests should be
less than in the R-113 tests. The boiling curves, Fig. 6 and
Figs. 8 and 9, confirm that there is less temperature overshoot
with water, due to the less extensive deactivation of the
potential nucleation sites by flooding with liquid. A delay
time is expected for liquid penetration, and the number of
nucleation sites snuffed out should increase with increasing
subcooling. The subcooling effect was indeed evident with
water, but with R-113 it appeared that the deactivation was
widespread for the smallest subcooling. This effect is related
to the high wetting ability of the R-113, and perhaps to the
large number of cavities of about the same size. Of course, the
rather random nature of the distribution of active sites would
show up as patch boiling. Due to the internal generation of
vapor, there is less tendency for the vapor to spread over the
surface and activate other sites.

"The present observations of boiling R-113 from a High Flux surface have

been confirmed in recent tests by Marto and Lepere {16].
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Earlier nucleation is promoted by the dry treatment,
especially in the case of water, due to the delay time for
flooding. The flooding with R-113 progresses rapidly, as
indicated by the less pronounced effect of the D treatment.
Although the time constant of the test section was rather long,
stepwise increase of power should represent a disturbance in
that the internal vapor masses are formed more rapidly. The
resulting overpressure pushes the vapor out as bubbles rather
than the usual situation where the vapor mass spreads along
the vapor chimney before bubbling out at the surface. Sup-
port for this picture is provided by the effect of tapping the
heat section at a high superheat; the bubbles within the matrix
are simply shaken loose.

The implications for practical applications of this (and
other) porous metallic matrix surfaces would appear to be
clear: if established boiling is to be realized in a constant heat
flux system, the power must be increased beyond the incipient
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bundie evaporator, as inferred from data in [20]

boiling value. In a constant temperature system, the superheat
corresponding to incipient boiling must be exceeded. In either
case, the starting condition is not too different from incipient
boiling for a smooth surface. The previous history and the
disturbance level can be very important. In a forced flow
system, for example, it appears that the disturbance level is
adequate to completely prevent the temperature overshoot
[13].

Industrial Observations

The Argonne National Laboratory (ANL) Tests. As the
present study was being concluded, two reports were issued
which substantiate the problem of nucleation site deactivation
with High Flux surfaces. Lewis and Sather [20, 21] reported
erratic heat-transfer behavior in a 279-tube, High Flux
flooded evaporator serving as a model for Ocean Thermal
Energy Conversion (OTEC) System Applications. This was
attributed to deactivation of nucleation sites by the flooding
of the sites with liquid ammonia. The lowest value of the
overall heat-transfer coefficient, U,, was estimated at 600
Btu/hr ft> °F (3407 w/m?K). The excellent heat-transfer
behavior of the High Flux surface was restored by drying out
the bundle prior to filling and initiation of heating. After
soaking in liquid ammonia for 40 hrs, a five-day run was
initiated to determine the reactivation period. The coefficient
U, increased slowly with time and reached a steady value of
785 Btu/hr ft> °F (4450 w/m2K) only after about 100 hrs of
operation.

In this system the water-side thermal resistance is relatively
large; hence, the initial value of U, represents only partial
boiling on the shell side, due to deactivation of many
nucleation sites. In a large bundle, however, some large active
sites will be present and will nucleate with the available
superheat. Such sites at the lower tubes will sparge the upper
tubes so that nucleate boiling is gradually established
throughout the bundle. Figure 10 illustrates the shift in the
average boiling-side performance with time. This process is
obviously very slow, probably due to the difficulty of ac-
tivating sites within the matrix. According to the ANL ex-
perience, the deactivation takes only about an hour.

This start-up problem might be alleviated by initially
having low shell side pressure so that the starting superheat is
large or by injecting at the bottom of the bundle. .

Subsequent tests at ANL were run with a sprayed bundle
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(Hillis et al. [22]) and disclosed similar deactivation/activa-
tion behavior. However, it was also found that the heat-
transfer coefficient may be decreased by dryout if done when

. the surface is already fully activated. This was attributed to

difficulty in rewetting the dry heated surface with the thin
falling film of ammonia. An alternate explanation, based

. upon information given in the report, is that the initially

subcooled ammonia film rapidly floods out many cavities,
thereby reducing the role of nucleation in enhancing the
falling film. In this case also, careful control of the shell side
pressure might be used to promote nucleation during start-up.

It should be noted that certain systems appear to be
inherently immune from boiling curve hysteresis. In
refrigerant chillers, for example, fluid comes from the ex-
pansion valve into the pool at a quality of about 10 percent.
The sparging and agitation seem to promote nucleation at
reasonable superheat. Another factor could be that at start-up
the wall superheat is high, since the water is not yet chilled and
the refrigerant pressure is simply reduced until vaporization
occurs. A similar situation occurs in ethylene plant
refrigeration exchangers. In the case of liquefied gas
production, there seems to be no problem initiating boiling
since there are many heat leaks into the evaporator which
result in vapor production.

Comments on Single-Tube vs. Bundle Performance. It is
well established that the average boiling characteristics of tube
bundles are considerably different than those expected from
single-tube tests. As discussed by Palen et al. [23], the boiling
curve for a smooth tube bundle lies well to the left (high heat-
transfer coefficient) of that for a single smooth tube;
however, the peak heat flux is considerably lower for the
bundie.

Recent tests by Yilmaz et al, [24] indicate that there is a
substantial degradation, relative to single tubes, in the per-
formance of bundles of enhanced tubes with formed re-
entrant cavities (Hitachi Thermoexcel-E and Wieland Gewa-
T). This contrary behavior is most likely due to disruption of
the liquid feed mechanism. The fluid streaming by tubes
above the first few rows is not likely to provide the necessary
liquid as (g) it is a gas-liquid mixture which would have a high
pressure drop in the pores, and (b) the capillary force is
probably not strong enough to overcome the high momentum
of the flow streaming by the tubes. The internal vaporization
is then replaced by surface vaporizaton similar to nucleate
boiling from normal surfaces. It is reasonable to expect that
the latter process is less effective; hence, the bundles perform
more poorly than the single tube. This same phenomenon is
expected with an enhanced surface which depends on internal
vaporization; however, the effect would be most pronounced
with surfaces with small surface pores. For example, the
rolled-over low fins (Trane) [25] or the flattened low fins
(Wieland Gewa-T) [26] leave helical channels with relatively
large mouth openings (~0.25 mm). It would be expected that
liquid could enter these channels, particularly at the
stagnation point, and sustain the normal internal
vaporization. The brazed or sintered surfaces and some
formed surfaces such as the Hitachi Thermoexcel-E [27] have
small individual openings (~0.07 mm dia) which resist liquid
penetration; hence, these should exhibit a larger degradation.

Yilmaz et al. [24} did observe that the decrease in per-
formance for the Thermoexcel-E tube bundle, as compared to
the single Thermoexcel-E tube, was more than the difference
in performance between the Gewa-T tube bundle and the
single Gewa-T tube. All tests were run with clean tubes and R-
11. However, the authors noted that the Thermoexcel-E
bundle may not have been cleaned properly prior to the test.
Thus, . their tests do not conclusively confirm the above
speculation about the influence of the type of enhanced tube
on tube bundle performance.
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There is also lack of agreement as to the basic question of
single tubes versus tube bundles. As noted in Fig. 10, the
Linde OTEC bundle performance is below that of the single
tube; however, the difference is within probable experimental
error. Czikk et al. [29] found earlier that an R-11 flooded
water chiller evaporator performed better than the laboratory
test surface; however, the difference was also considered to be
within experimental uncertainty. It should also be noted that
the laboratory test was performed with a flat disk facing up
rather than with a tube. More tests seem to be needed to
clarify the bundle behavior of tubes with formed re-entrant
cavities and with porous metallic matrix surfaces.

Conclusions

This study of pool boiling of water from a commercial
porous metallic matrix surface has established that, in ad-
dition to greatly emhanced heat transfer, boiling curve
hysteresis is to be expected with both moderately wetting
liquids, such as water, and highly wetting liquids, such as R-
113. This effect does not appear to have been presented
previously in the literature and is somewhat unexpected due to
the generally excellent boiling characteristics of these
structured surfaces. The surface aging (boiling or drying out),
surface subcooling (pool and surface temperature prior to
running), and heat flux change (continuously or stepwise to
new operating point) affect the extent of the temperature
overshoot and resultant boiling curve hysteresis.

Hysteresis has been recorded in tests of flooded and spray
evaporators. The simplest way of avoiding the problem is to
apply a high heat flux or large temperature difference to
initiate boiling. Some systems are not prone to hysteresis due
to a high disturbance level or introduction of a gas phase.

These results have generally confirmed the speculated
mechanism of boiling with porous metallic matrix surface
coatings. Nucleation takes place within the matrix from re-
entrant cavities which are not susceptible to flooding by the
liquid. In steady boiling, vaporization occurs within the
matrix, and the vapor bubbles are forced out. The process
depends on adequate liquid feed, and in the case of tube
bundles, the two-phase flow may inhibit liquid flow into the
matrix. This is a probable explanation for the data which
indicate that bundle performance is inferior to single-tube
performance. However, since the contrary has also been
reported, further tests under carefully controlled conditions
should be undertaken.
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Effects of Pore Diameters and
System Pressure on Saturated
Pool Nucleate Boiling Heat
Transfer From Porous Surfaces

The porous surface structure was manufactured with precision for the experimental
study of nucleate boiling heat transfer in R-11. Boiling curves and the date of
bubble formation were obtained with a variety of geomeirical and operational
parameters; the pore diameters were of 50, 100, 150 um, there was a combination of
pores of different sizes; and the system pressures were of 0.04, 0.1, 0.23 MPa. The
boiling curves exhibit certain trends effected by the diameter and population density
of pores. A combination of high system pressure and pore sizes of 100 or 150 um dia
enables boiling to persist even when the wall superheat is reduced to an extremely
low level of 0.1 K. A noteworthy feature of porous surface boiling is that intense
bubble formation does not necessarily yield a high heat-transfer performance.
Examination of the data indicates that liquid suction and evaporation inside the

cavities are a proable mechanism of boiling with small temperature differences.

Introduction

Enhancement of nucleate boiling heat transfer has received
ever growing interest in a variety of industries — the refrig-
eration and air-conditioning, chemical process, and utility
industries among others — with the aim of reducing the
volume of heat exchangers, improving the plant efficiency or
cooling electronic devices.

In recent years, so-called high-performance surfaces have
been developed by commercial manufacturers. The surfaces
manufactured by either metailurgical or mechanical means
can be described as a conglomeration of small re-entrant
cavities mutually connected by numerous internal passages.
The author’s previous papers [1, 2] cited patents and papers
published so far on such porous surfaces. Because many
parameters of structural geometry and operating conditions
are involved, it is difficult to derive from a limited volume of
experimental data a heat-transfer correlation which serves as
a general guide to the use of high-performance surfaces. In
this circumstance, one naturally quests for insights about the
heat-transfer mechanism. Working toward this direction, the
authors proposed a dynamic model of bubble formation on a
relatively simple surface structure composed of parallel
tunnels and pores [2]. In the course of this study, however, the
authors have become acutely aware of the need to conduct
experiments with surfaces prepared with a greater precision
than heretofore obtained on commercial surfaces.

The surfaces used in the present experiment have a structure
similar to that of the commercial surfaces reported in [1], but
have pores of controlled sizes. R-11 was chosen as boiling
fluid. Investigation of the influence of the system pressure is
important for the design of a broad class of evaporators. The
pressure was varied in three steps, 0.04, 0.1 and 0.23 MPa.
The present paper reports the boiling curves and the data of
bubbie formation, and attempts to interpret those data.

Experimental Apparatus

Figure 1 shows enlarged views of a surface. Parallel grooves
of rectangular cross section (width 0.25 mm, depth 0.4 mm)
were gouged with a pitch of 0.55 mm on the base copper plate
(20 mm x 30 mm), then covered by a thin copper plate (0.05
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Wisconsin, August 2-5, 1981. Manuscript received by the Heat Transfer
Division September 29, 1981.
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Fig.1 Enlarged view of structured surface

mm thick) having rows of holes. The plate was soldered (the
solder’s melting point = 200°C) on the flat crests of the
grooved surface. Diameter and spacing of holes were brought
within +£5 percent of nominal values by a specially made
precision boring device,

The hole (pore) diameter was changed systematically as
listed in Table 1. Table 1 does not include all the surfaces
tested. Among those excluded from the table are a series of
surfaces prepared to see the effect of the population density of
pores on the heat-transfer performance. On the surfaces
having combinations of different pores, large and small pores
are arranged with a regularity (see Fig. 1). The relative
number densities of large and small pores are given in Table 1
in terms of percentage.

Figure 2 shows the structure of a test block. The copper test
surface is mounted on the nickel block by silver-soldering
them together at 700°C. (Actually, the soldering of the porous
plate to the grooved copper base was made after this
operation.) The thickness of the solder was less than 100 pm,
so that the thermal contact resistance between the copper and
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the nickel was negligible. The entire set was submerged in a
pool of R-11, with the test surface facing up and horizontal.

A cylindrical vessel of 140 mm i.d. contains bulk liquid of
R-11. The free surface of liquid was maintained 160 mm
above the test surface. An auxiliary heater ‘and a reflux
condenser set the pressure inside the vessel. The vessel has two
sight windows set diametrically opposite each other for
visualization of the boiling surface. ’

Copper-constantan thermocouples of 0.2 mm dia were
imbedded in the nickel block at nine locations, three ther-
mocouples along a vertical axis with a spacing of 5 mm; there
are three such axes (Fig. 2). Temperatures averaged in three
horizontal planes were plotted on a printer chart. After
confirming the linearity of the temperature distribution, the
heat flux, based on the projected area and denoted by ¢q,,, was
determined by Fourier’s law. Due to nickel’s poor thermal
conductivity, determination of heat flux as low as 0.1 W/cm?
is possible with a sufficient accuracy. The rate of heat flow
estimated from temperature distributions differed by no more
than 10 percent from the power input to the heater.

The temperature distribution also gave the temperature at
the bottom of the tunnel by extrapolation after correcting the
change of thermal conductivities from the nickel block to the
copper structured surface. This temperature is defined here as
the wall temperature 7,,. Four copper-constantan ther-
mocouples of 0.2 mm dia were suspended in the bulk liquid
above the bakelite frame by the distance of 5 mm and outside
the region of bubble columns. The averaged output of the
thermocouples was taken as the saturation temperature 7.
The wall superheat is defined as AT, =T, — 7.

There was a difference among outputs of the thermocouples
in the liquid, the maximum being of the order of 0.2 K at
AT, = 11K, 0.05K at AT,, = 0.1 K. The uncertainties in T,
arise from variations of temperature gradients at three
measurement locations in the test block, for example, 0.03 K
at AT,, =0.1 K. Estimation of the uncertainty in AT,, requires
examinations of the data of individual runs, not a mere
summation of the maximum uncertainties in 7, and 7T,
mentioned above. The maximum uncertainty in AT, in all
runs is estimated to be 0.06 K at AT,, = 0.1 K, 0.62 K at
AT, = 11 K. By use of the same thermocouples and the same
wirings for the runs where measurements of small AT,, were
involved, the boiling curves reported herein were found
reproducible in the repeated runs.

Data on bubble formation were obtained by scanning the
surface with the optical probe. The probe has three prongs,
each made of a stainless steel tube with a narrowed end of 0.2
mm i.d. and containing an optical fiber. Figure 3 shows the
probe on the surface. From one of the lateral prongs, the laser
light (2-mW He-Ne laser) is emitted. The other lateral prong
produces signal about the frequency of bubble formation as
bubbles scatter the emitted light. As the probe traverses over
an active pore at the rate of 0.147 mm/s, those lateral prongs

Table1 Combination of pore diameters on structured surfaces
Desi . Pore Diameters and Relative Number Densities
esignation (um) %

Large (RND) Small (RND)

U5 P — 50 (100 )

C10-5-1 100 ( 8.3) 50 (91.7)

C10-5-2 100 (33.3) 50 (66.7)

u10 100 (100 ) e ——

€15-10 150 ( 8.3) 100 (91.7)

u1s 150 (100 ) e—

Fixed Parameters :
Tunnel cross section =
Tunnel pitch = 0.55mm
Pore pitch along the tunnel = 0.7mm
The number density of pore locations =
( RND = Relative Number Densities )

0.25mm x O.4mm

252/cm?

"S'HSJ ]

45
e 2 () ————— 2 §

unit of length mm

Fig.2 The structure of a test block: (1) structured surface, (2) nickel

block, (3) heater, (4) bakelite frame, (8) resin, (8) thermocouple, (7)
insulation (glass wool)

also yield information about the maximum distance between
the one end of bubble boundaries and the other end. This was
interpreted as the diameter of the departing bubble at that
pore on the assumption that the course of rising bubbles was
steady and not deflected by the presence of the probe. Ob-
servation of bubbles with a strobe light confirmed that the
above assumption was justified in most of the runs. The
spacing between the ends of the lateral prongs is 0.9 mm.
Most of the observed bubbles were smaller in diameter than
this spacing. Even for larger bubbles, the measurement was
feasible, because, at the extreme ends of spherical bubbles on
the traversing line, the probe ends did not interfere with
bubbles.

Data on bubble formation were obtained when heat flux
was less than about 1 W/cm?. For higher fluxes, bubbles were

Nomenclature
h, = heat-transfer coefficient of
A = base heat transfer area, cm? evaporation, W/cm? K
A, = surface area of tunnel walls, hyp = latent heat of vaporization,
cm? 1/g
C, = constant in equation (1) n = exponent of AT, in equation
d, = bubble departure diameter, 2)
cm N, = number of active pores
dy = diameter of pore,cm P, = system pressure, MPa
f, = bubble formation frequency g, = heat flux (W/cm?) based on
Hz projected area
g = gravity acceleration, cm/s? dex = heat flux on the outer surface
g. = conversion factor, 1077 (W/cm?) based on projected

J/dyne-cm
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area

qr =

AT =

AT, =
[

Jatent heat flux (W/cm?)
based on projected area
saturation temperature, deg
C

temperature difference be-
tween the wall and the vapor,
K

wall superheat, K

liquid density, g/cm®

vapor density, g/cm?

surface tension, dyne/cm
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vertical prong

bakelite
frame

test
surface

lateral
prong

Fig.3 Optical probe for collection of bubble formation data

too numerous to be subjected to meaningful measurements.
The vertical prong receives scattered light, and it is used to
detect the location of active pores.

All signals were processed by a computer to produce the
departure diameter d,, the formation frequency f, at every
active pore, the number of active pores N,, and the latent
heat flux g, estimated by summing up (nd}/6)f, over all
active pores and multiplying the sum by (ophy,/A).

In all runs, the heat flux was initially raised to about 20
W/cm?, a little less than the critical heat flux located by past
experience. This was necessitated by the delayed incipience of
boiling in raising heat flux. The temperature overshoots of
10-13°C (at ¢,,=0.6~0.8 W/cm?) were observed with the
present surfaces, a roughly comparable magnitude to those
observed in boiling fluorocarbon refrigerants on the com-
-mercial surfaces reported in [3, 4].

Boiling Curves

The structured surfaces prepared with geometrical precision
did produce boiling curves which exhibit the effects of pore
diameters in a systematic manner. Many of the interesting
results can not be reproduced here due to space limitation, but
representative data are shown in Figs. 4 and 5. The curves are
drawn by just combining data points. Examples of actual data
points are shown on the curves @ and in Fig. 4, @ in
Fig. 5.

Figure 4 shows the boiling curves at 0.23 MPa (the
saturation temperature 50°C). The surface U5 has the poorest
performance, although it shows substantial enhancement
compared to the boiling curve of a plain surface. Enlargement
of one out of twelve pores to 100um (surface C10-5-1) yields a
boiling curve the gradient of which is moderated as the wall
superheat is reduced. Heat fluxes greater than 0.1 W/cm? are
sustained at small superheats lower than 1 K. Quadrupling the
number of larger pores (surface C10-5-2) shifts the per-
formance a little higher. The boiling curve of the surface U10
shows a marked enhancement over a broad range of wall
superheats. Still larger pores, having the diameter of 150 ym
(surface U15), bring about the improvement of heat transfer
over that of the surface U10. Surfaces having combinations of
100 ym and 150 um pores were also tested. They produced
boiling curves almost overlapping the curves of U10 or U15.
Additional tests were performed with the surface where all
pores have the size of 200 um. At 0.23 MPa deterioration of
heat transfer from that of Ul5 was observed at small
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Fig.5 Boiling curves of U10 under different system pressures

superheats (AT, <2.5 K), with a drop of heat flux by 1/5
when compared with the heat flux of U135 at a superheat of 0.8
K. Under lower system pressures of 0.1 and 0.04 MPa, similar
trends were found.

Figure 5 shows the boiling curves of U10 taken under
system pressures of 0.23, 0.1 and 0.04 MPa. At smaller
superheats, the boiling curves diverge, the higher the system
pressure, the higher heat fluxes are sustained at reduced wall
superheats. In case of the system pressure of 0.23 MPa,
bubble formation did not cease even when the superheat was
reduced to an indeterminable level. The curve (@) of the
commercial porous surface R(11)-1 reported in [1] is shown
for comparison. The commercial surface has pores of the
nominal diameter of 100 um with the pitch of 0.7 mm along
the tunnel, and tunnels of a comparable cross-sectional
dimension . with the spacing of 0.55 mm. Its surface is
microscopically irregular and the pores are of triangular

Transactions of the ASME

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



200
Surface | Ps (MPa)
®| C15-10 0.04
C15-10 0.10
C15-10 0.23
Al Cio-5-1] 0.10
150 - A
A2.12)
@(1.74)
A@(l.‘38) . O((;‘sq)
1.28 0.21
= 100 ¢ )
@(1.50)
A(t).99)0(0'51')
@ (0.06)
50 qg((o.m)
0.48)
0 L 1 L
0 0.2 0.4 0.6 0.8
qQy (W/em”)
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Fig. 6(b) Distribution of bubble formation frequency on C10-5-1 and
C15-10 at Py =0.23 MPa

shape as shown by the photographs of Fig. 2 in [1]. It is
probable that those differences cause disagreement between
the curves and @

Data of Bubble Formation

Figures 6(a) and 6(b) show the distributions of the
departure diameter and the frequency of bubble formation,
respectively, on the surfaces C10-5-1 and Cl15-10. The or-
dinate is the number of bubbles having a particular value of
d, or f;, divided by the total number of bubbles observed. The
boiling curve of C10-5-1 is already shown in Fig. 4, and that
of C15-10 almost coincides with the curve of Ul5 in the range
of small superheats less than 2 K.

The total number of pores is 1512 on both surfaces. On
C10-5-1, the 100 um pores number 126, and on C15-10, the
150 um pores number the same 126. On both surfaces, at
those small superheats, bubbles are formed only at larger
pores. The number of active pores was 87 on C10-5-1 and 60
on C15-10. The rest of larger pores remained inactive. On
C10-5-1, the frequency of bubble formation spreads over a
broad range. Site by site inspection of the data revealed no
coherent relationship between bubble diameter and

Journal of Heat Transfer

Surface Ps (MPa)
100 [©]C15-10 0.04
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Fig. 7(b) Averaged frequency of bubble formation versus heat flux.
(The figure in the bracket is 7,.)

frequency. In terms of the averaged values, the frequency on
C10-5-1 is apparently greater than that on C15-10.

The data obtained with those surfaces exemplify a
noteworthy feature of porous surface boiling. Numerous and
active bubble formation does not necessarily guarantee a
higher rate of heat transfer. Rather, bubbles emitted with
lower frequency and from fewer pores could sustain a higher
heat flux with a reduced wall superheat. In order to give a
further support to the above finding, the number of active
pores and the averaged frequency are plotted in Figs. 7(a) and
7(b), respectively, with data obtained with different surfaces
and under different system pressures. A numeral attached to
each data point is the wall superheat. The frequency data at
the pressure of 0.04 MPa are somehow exceptional. The
frequency drops to a low level reflecting the poor per-
formance at the low system pressure.

The data on bubble departure diameter d;, suggest that the
bubble adheres to the surface at the periphery of the pore
during growth, called mode A in [5] and departure results
when the buoyancy exceeds the surface tension force; hence,

MAY 1982, Vol. 104/ 289

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dbzcb[&%‘i‘lﬁ] ’ o))

Figure 8 shows the plot of experimental d, against the

parameter ady/g(p; — p,). Bach vertical bar (I) shows a band

of averaged values of d,, i.e., it covers the average d,, taken at
heat fluxes from 0.1 W/cm? to 0.6 W/cm?. Equation (1) with

the constant C, = 1.25 correlates the data within a band of |

+30 percent. The data obtained at 0.04 MPa involve
-relatively large uncertainty due to fluctuating behavior of
bubbles.

Discussion

In order to facilitate the following discussion, conceptual
sketches of phenomena in tunnels are shown in Fig. 9. In the
dried-up mode, the tunnel space is filled with vapor, and
vaporization into bubbles takes place outside the tunnels. The
heat-transfer mechanism is analogous to that of nucleate
boiling on a plain surface, with nucleation sites being located
at artificial pores.

The suction-evaporation mode (hereafter abbreviated as the
s-¢ mode) yields the highest heat-transfer performance due to
evaporation of liquid on the tunnel walls. Liquid is sucked in
the tunnel space through inactive pores by pumping actions of
bubbles growing at active pores. It then spreads along the
tunnels and evaporates. Vapor thus generated contributes to a
next generation of bubbles [1, 2].

In the flooded mode, most of the tunnel space is occupied
by liquid, and an active pore operates ‘like an isolated
nucleation site.

The following discussion is based on the reasoning that,
where any of those modes prevails on the surface, its heat-
transfer mechanism produces a characteristic trend of the
boiling curve, Transition from one mode to another may also
occur as the wall superheat is varied. Hence, if one attempts
to correlate the boiling data in a conventional form,

qw=CATn )

the constant C and the exponent n become functions of AT,
(or alternatively gq,,), the number density of pores and the
pore diameter. The exponent # is defined here on a part of the
boiling curve in a log-log diagram approximating it by a
straight line,

The dried-up mode is likely to work at high heat fluxes on a
surface with small pores. Increased number of active sites and
the pressure inside tunnels raised by an order of 4 ¢/d, (dy =
pore diameter) from the system pressure prevent liquid from
entering through pores into tunnels, It is plausible that as the
dried-up mode comes to prevail, the exponent n approaches to
that for the plain surface (n =3 from the curve (1) in Fig. 4),
as exemplified by the curves and in Fig. 4 in the
range of high heat fluxes (¢, >3 —4 W/cm?). The curves @
and also demonstrate that the most populous pores (50
pm pore) determine the trend of the boiling curve. It is also
remarkable that, in the range of high heat fluxes, the system
pressure exerts little or only small influence on the boiling
curve as illustrated by Fig. 5. To the authors’ knowledge, such
behavior has never been reported in the literature in the case
of plain surface boiling. An explanation may be given by
considering the presence of cavities of various sizes on plain
surfaces, the size range of nucleation cavities increasing with
pressure [6]. The heat-transfer coefficient of sintered metallic
matrix having a distribution of pore size also shows a
dependence on pressure [7]. As far as visual observation
permitted, no sites of bubble formation other than the drilled
pores were observed in the present experiments. Very small
effect of the system pressure may be attributed to the
uniformity of pore size. .

Other notable features of the boiling curves in the range of
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Fig.9 Possible modes of phenomena in a tunnet

heat fluxes higher than 5 W/cm? are; (i) as the diameter of the
most populous pores increases from 50 uym to 150 um, the
exponent n in equation (2) decreases from 2.2 to 1.0 in the
case of the number density of 252/cm?, and (if) as the number
density of pores increases, for example, pores of 100 ym dia
from 84/cm? to 504/cm?, n also decreases, from 2.6 10 0.9 at
Ps=0.1 MPa. The higher heat flux is obtained at a given AT,
on the surfaces having larger pores or a larger number density
of pores. The boiling curves for different number densities
tend to converge as heat flux approaches 20 W/cm?, like
those in Fig. 4.

In the range of low heat fluxes (g, <3W/cm?), the im-
portant parameters are the diameter of largest pores and the
system pressure. The number density of largest pores yields
almost negligible effect on heat transfer, if it is sufficiently
large, for instance, greater than 252/cm? on U10. The data of
C10-5-1 and C10-5-2 in Fig. 4 (the curves @ and @) ap-
proach the curve @ as the heat flux is reduced, indicating
that the pores of largest size become important for heat
transfer. In [2], based on the analytical modeling of the s-e
mode, the formula is derived for the latent heat flux to which
evaporation on the tunnel walls is a major contributor. Its
asymptotic expression for small wall superheats is
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g, ~hA,ATIA 3)
where
AT~ AT‘w - (g(‘ Ts/puhfg)(40/d0) (4)

The internal heat-transfer coefficient /4, is considered almost
independent of AT, [2]. Moreover, as presently observed, the
latent heat flux makes a large contribution to heat transfer
when the system pressure is 0.23 MPa, reaching almost 80
percent of the heat flux g,,. Then, for surfaces with relatively
large pores where the capillary superheat in equation (4) is
small, the exponent n of AT, in equation (2) approaches
unity, if the s-e mode is predominant. The curves and

in Fig. 4 imply that the s-e mode is operative on those sur-

faces.
The data shown in Figs. 6(a), 6(b), 7(a), and 7(b) provide

another implication of the working of the s-e mode on the
surfaces which can sustain high heat fluxes with very small
temperature differences. Where the dried-up mode works,
active bubble formation could yield high heat-transfer per-
formance, as is the case on plain surfaces. In the flooded
mode, active bubbling is likewise favorable, as to and from
motions of liquid in the tunnels is intensified and contributes
to enhancement of heat transfer, a possible mechanism
mentioned in the Appendix of [8] which discussed boiling on
porous deposits. What Figs. 6(a)-7(b) exhibit can only be
explained in the light of the s-e mode.

At the pressure of 0.1 MPa, the surfaces U10 and U15 also
excel in heat-transfer performance compared to other surfaces
having larger (200 um) or smaller (50 um) pores. The ex-
ponent n of AT, in equation (2) in the ranges of low heat
fluxes (g,, <3W/cm?), however, is greater than unity. This is
likely to be caused by an increased contribution from the heat
flux on the outer surface, denoted as g, in [1, 2]. The con-
tribution from the latent heat flux was found in the range
40-60 percent of ¢q,,, decreased from the high-pressure data
due to small vapor density.

All the data at 0.04 MPa show rapid deterioration of heat
transfer as AT, is decreased, (see, for example, the curve 3 in
Fig. 5). This trend is analogous to the one obtained with an
isolated reentrant cavity [9], implying the working of the
flooded mode. The flooded mode results when the pumping
actions of bubbles are too weak due to small frequency, see
the frequency data at 0.04 MPa in Fig. 7(b). Too large pores
may also invite the flooded mode as evidenced by the data of
200 um pores (not shown).

Concluding Remarks

1 The present experiment revealed that, on the surface

Journal of Heat Transfer

where pores of different sizes are present, the most populous
pores govern the rate of heat transfer at heat fluxes above 3-4
W/cm?. At low levels of heat flux, pores of the largest size
play important roles in heat transfer.

2 The surfaces having pores of 100 um or 150 um with the
number density of 252/cm? show excellent heat-transfer
performances at the system pressure of 0.23 MPa. The
suction-evaporation mode proposed in [2] appears to be
operative on such surfaces where high heat fluxes are
maintained with reduced levels of bubbling activity.

3 Any attempt to establish a predictive correlation of heat
transfer should begin with the identification of the heat
transfer mode operating inside cavities (tunnels). What are
revealed in the present paper about the effects of operational
and geometrical parameters on heat transfer provide the basis
for derivation of predictive equations which is now in
progress in the authors’ laboratory.

4 Spared in order to limit the length of the paper are
detailed comparison of performances between the commercial
and model surfaces, and discussions on hysteresis and critical
heat flux.
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Pool Boiling Heat Transfer From
Enhanced Surfaces to Dielectric
Fluids

Pool boiling heat-transfer measurements were made using a 15.8 mm o.d. plain
copper tube and three copper enhanced surfaces: a Union Carbide High Flux
surface, a Hitachi Thermoexcel-E surface and a Wieland Gewa-T surface. The
dielectric fluids were Freon-113 and Fluorinert FC-72, a perfluorinated organic
compound manufactured to cool electronic equipment. Data were taken at at-
mospheric pressure, and at heat fluxes from 100 W/m? to 200,000 W/m?. Prior fo
operation, each test surface was subjected to one of three aging procedures to
observe the effect of surface past history upon boiling incipience. For Freon-113 the
enhanced surfaces showed a two to tenfold increase in the heat-transfer coefficient
when compared to a plain tube, whereas for FC-72 an increase of two to five was
measured. The High Flux surface gave the best performance over the range of heat
Sluxes. The Gewa-T surface did not show as much of an enhancement at low fluxes
as the other two surfaces, but at high fluxes its performance improved. In fact, it
was the only surface tested which delayed the onset of film boiling with FC-72. The
degree of superheat required to activate the enhanced surfaces was sensitive to both

P. J. Marto
Mem. ASME

Lt. V. J. Lepere, USN
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past history of the surface and to fluid properties.

Introduction

Nucleate pool boiling from enhanced heat-transfer surfaces
is being examined in many areas of engineering as a means of
attaining high heat fluxes while maintaining low temperature
differences between the heated surface and the heat-transfer
fluid. One area in which these enhanced surfaces have
potential promise is in the field of electronics cooling. Ad-
vanced electronic devices can generate large heat fluxes. They
are very sensitive to temperature excursions and exhibit a high
rate of failure if not adequately cooled. Consequently, in the
future these devices may have to be cooled using enhanced
nucleate boiling of selected dielectric fluids such as trans-
former oils, certain refrigerants, and perfluorinated liquids
[1-5]. These latter liquids, such as Fluorinert FC-72, are very
attractive coolants during nucleate boiling since they are
chemically stable and leave no residue during boiling action
[6]. Unfortunately, up to now there has been no published
information on the nucleate boiling characteristics of FC-72
or other perfluorinated liquids. Some selected properties of
FC-72 together with those of Freon-113 [7] are listed in Table
1 for comparison.

Recently, Nishikawa and Ito [8] discussed two methods to
augment nucleate boiling. The first method is to treat the
surface in a manner that reduces its wettability by the boiling
liquid (e.g., using teflon coated pits during boiling of water
[9]). However, this method has not been successful with
highly wetting liquids (such as Freon-113 [2] and liquid
nitrogen [10]), and should therefore be discounted for use
with liquids which have very low surface tensions. The
alternative therefore is to manufacture a surface with
numerous re-entrant cavities which have the ability to trap
vapor and keep the nucleation sites active. Several com-
mercially available surfaces have these re-entrant type cavities
[11-13], and recent measurements have been made with these
surfaces to verify the extent to which this second method is
successful {11, 14-18].

Yilmaz, Hwalek, and Westwater [I5] compared the
nucleate, pool-boiling, heat-transfer performance of a 13 mm
o.d. plain copper tube to three commercially available
enhanced tubes: a Wieland Gewa-T tube, a Hitachi Ther-
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moexcel-E tube, and a Union Carbide High Flux tube. Their
experiments were conducted using a horizontal steam-heated
tube in p-xylene at atmospheric pressure. Similar tests were
carried out for isopropyl alcohol [16]. All of these tests
however were taken in the fully established boiling regime,
and no information was provided on the hysteresis behavior
of these surfaces or on the unwanted temperature overshoots
which can occur at the initiation of bubble nucleation.

Bergles and Chyu [17] compared the nucleate pool boiling
heat-transfer characteristics of four different Union Carbide
High Flux surface coatings to a 25 mm o.d. plain copper tube
in distilled water and R-113. The experiments were conducted
with three different aging treatments to the test surface prior
to collecting data. Their results showed that both the plain
surface and the High Flux surface exhibited significant
temperature overshoots prior to the initiation of boiling in R-
113, and these overshoots were sensitive to aging, initial
subcooling, and power increment changes.

Since semiconductor devices require operation over a fairly
narrow temperature range, it is essential that these tem-
perature overshoots be measured, their causes be understood,
and their magnitude be reduced before nucleate boiling from
enhanced surfaces can be employed as a general electronics
cooling scheme. The purpose of this research was therefore to
systematically study the performance of commercially
available enhanced surfaces during nucleate boiling of both
Freon-113 and Fluorinert FC-72 from the incipient point of
bubble nucleation up to heat fluxes near, or at, the onset of
film boiling. Special attention was placed upon the tem-
perature overshoots which occur during the inception of
nucleation to determine to what extent these enhanced sur-
faces exhibit this property with both Freon-113 and FC-72.

Test Apparatus

Figure 1 is a schematic drawing of the test apparatus,
identifying all major components. Boiling occurred from a
cylindrical copper test surface heated on the inside by a
cartridge heater. The boiler vessel consisted of a thick-walled
pyrex glass container with a plexiglass cover fitted with a
rubber o-ring. This vessel was placed on an electric hot plate
to allow the test liquid to be preboiled for degassing before
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Table1 Selected properties of Fluorinert ¥C-72 and Freon-113

Property FC-72 [6] Freon-113 [7]
Normal boiling point, l1atm 56°C 47.57°C
Liquid density, 25°C 1.68 g/cm? 1.565 g/cm?
Vapor density, (BP) 0.014 g/cm? 0.0074 g/cm?
Specific heat, 25°C 0.25 cal/g°C 0.218 cal/g°C
Heat of vaporization, (BP) 21 cal/g 35.07 cal/g
Thermal conductivity, 25°C 0.057 W/m°C 0.065 W/m°C
Surface tension, 25°C 12 dynes/cm 23 dynes/cm
Dielectric constant, 25°C (1kHZ) 1.76 2.41
Average molecular weight 340 187
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Fig. 1

each run, and to maintain the liquid at saturation temperature
throughout the run. The vapor was condensed and returned to
the boiler by gravity from a pyrex glass condenser using tap
water for cooling. )

Figure 2 is a cross-sectional representation of the test
section. All the wall thicknesses have been exaggerated in this
drawing for ease of visualization. Each test section had an
overall length of 114 mm with an enhanced surface length of
50 mm. Four thermocouples with an average diameter of 0.76
mm were centered axially around the heater and were soldered
into four grooves in the heater sheath spaced 90 deg apart.

Schematic drawing of test apparatus

The heater was centered radially and axially in the test sur-
face, and the void between the heater sheath and the inside
tube wall was filled with soft solder under vacuum to avoid
the formation of air bubbles between the heater sheath and
the inside tube wall. To reduce longitudinal heat losses at each
end, the enhancement was machined off, creating a smooth,
thin-walled fin. The dimensions and characteristics of the test
surfaces are listed in Table 2, and Fig. 3 contains
photomicrographs of the enhanced surfaces at various
magnifications. The High Flux surface characteristically
contains numerous nucleation sites due to the network of

Nomenclature

latent heat of vaporization, J/kg

nucleation parameter, defined by equation (1)
q” = heat flux, W/m? 4

T temperature of the boiling surface, K

hfg
N

I
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T, = saturation temperature of the liquid, K
AT = wall superheat, K

p, = density of vapor, kg/m?

g, = surface tension of liquid, N/m
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Table2 Dimensions and characteristics of test surfaces

Wall Thickness of Other
Surface o.d. thickness enhancement characteristics
(mm) (mm) (mm)

Plain 15.8 0.97 used in an ‘‘as
received’’ condition

High Flux 18.7 0.86 0.08 46 percent of the
copper particles were
smaller than 44 um and
the remainder were
between 44-74 ym

Thermoexcel-E 16.5 1.32 0.19 average cavity mouth
diameter was ap-
proximately 0.1 mm.

Gewa-T 17.9 0.70 1.02 centerline to centerline
fin spacing was 1.35
mm; surface gap
between fins was 0.18
mm

ENHANCED SURFACE TUBE WALL
SOLDER
AN ANARANNNN
'o:o-oooocﬁoonconooo
EPORY __ THERMOCOUPLES =3 TEFLON
ELYS HEATER WIRE PLUG
® 99 © e 0 0 o ® o 06 0 @ @ 0 O
>

Fig.2 Cross-sectional representation of the test section

randomly interconnected tunnels throughout the porous
coating. The Thermoexcel-E surface has a unique series of
circumferential tunnels under the surface skin which are
machined on a tight spiral pitch. Numerous triangularly
shaped surface openings are available to cause bubble
nucleation. The Gewa-T surface contains a series of large
tunnels on a tight helical pitch which are separated by ‘‘T-
shaped’’ circumferential fins. The surface gap between fins is
relatively large in comparison to the cavities on the other
enhanced surfaces, and it is reasonable to expect this surface
to flood more easily than the other two.

Two additional thermocouples were placed above the
boiling fluid to determine fluid vapor temperature, and one
thermocouple was immersed in the fluid pool to monitor fluid
bulk temperature. All temperatures were measured with
calibrated copper-constantan thermocouples. Each ther-
mocouple was read separately through a thermocouple switch
and a Newport digital pyrometer which had an accuracy of
+0.06°C. The test surface heater voltage was measured by a
digital voltmeter accurate to 0.01 V. Heater current was
determined by measuring the voltage drop across a precision
resistor connected in series with the test section heater.

Experimental Procedures

At the start of each run, the plate heater was used to
vigorously boil the pool for 1 hr in order to de-gas the test
liquid. Power to the plate heater was then reduced to maintain
the pool at saturation temperature. The power to the test
section was then gradually increased by controlling the test
section heater voltage. The voltage was increased in2 to 4 V
increments until the initiation of boiling occurred, at which
point 10 V increments were made up to the maximum at-
tainable heat flux. The power was then decreased in the same
fashion. At each power setting, the system was permitted to
stabilize for five minutes, and the following data were
recorded: heater voltage, precision resistor voltage, vapor
temperature, liquid pool temperature, and four temperatures
around the circumference of the heater sheath.
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Surface Aging. The previously mentioned procedure was
followed after the test surface had been exposed to one of
several different surface aging procedures. These procedures
were similar to those of Bergles and Chyu [17] and were
designed to investigate how boiling incipience is influenced by
the past history of the boiling surface. The first procedure
(surface aging A) permitted the surface to cool to ambient
temperature while being immersed in the liquid pool over-
night. The second procedure (surface aging B) aged the tube
by preboiling it at 30 kW/m? for 1 hr (while the plate heater
was on), and then letting it and the pool cool for 30 min prior
to operation. The third procedure (surface aging C) aged the
tube by preboiling it at 30 kW/m? for 1 hr (while the plate
heater was on) followed by immediate operation. The final
procedure (surface aging D) was to air dry the tube by heating
it to 65°C for 10 min just prior to inserting it into the de-
gassed pool for operation.

Data Reduction. The surface heat flux was determined by
calculating the heater power from the measured voltage and
current, and subtracting from this power the losses due to
conduction of heat longitudinally through each of the thin-
walled ends of the test section. These thin walls were assumed
to be finite fins with insulated tips. A corrected length was
used to account for heat loss through the tip [19]. For the
enhanced surfaces, the surface area was based upon the actual
length of the enhanced surface and an effective diameter to
the base of the enhancement (i.e., a diameter resulting when
the enhancement is machined off the surface). The wall
temperature calculation was also based upon this same ef-
fective diameter. The four measured temperatures in the
heater sheath were averaged, and a temperature drop was
calculated due to conduction across the solder and the test
surface wall up to the base of the enhancement. These
calculations caused an estimated uncertainty in the surface
heat flux of about 7 percent, and an estimated uncertainty
in wall superheat of +0.1°C at low powers, and +0.5°C at
high powers.
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{a) Scanning electron micrograph of the High Flux surface
(500x)

(c) Optical micrograph of a cross section of the Gewa-T
surface (20x)

Fig. 3 Photomicrographs of the enhanced surfaces at various
magnifications

Results and Discussion

Experimental data were obtained for both test fluids while
boiling from the as-received plain tube, and the results ob-
tained after the surface was allowed to cool in the pool
overnight are shown in Fig. 4. Notice that a larger incipient
boiling superheat is required for Freon-113 than for FC-72,
and in each case a hysteresis pattern is evident.

Figure 5 provides a comparison between data obtained
during this investigation for Freon-113 and the High Flux
surface and data obtained by Bergles and Chyu [17]. Also
shown for comparison is the natural convection correlation
for a horizontal cylinder [20] which lies slightly below the
experimental data. In general, the agreement between the two
investigations is excellent, and is somewhat remarkable in
that, although the particle size distribution was about the
same in each investigation, the coating thickness was very
different. Their coating thickness was 0.38 mm compared to a
thickness of only 0.08 mm during this investigation. The
recent work of Nishikawa and Ito [8] points out that an
optimum coating thickness exists for a porous surface
manufactured with constant diameter particles. Furthermore,
for copper surfaces and particles, they found that this op-
timum thickness could be represented by four times the
diameter of the sintered particle used in the coating. Even
though the High Flux surface has a range of particle sizes (see
Table 2), an approximate average particle size might be in the
neighborhood of 50 um. This particle size would give an
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Fig. 5 Comparison of High Flux surface with data of Bergles and
Chyu [17]

optimum coating thickness of about 0.2 mm, which falls in
between the value of 0.38 mm of Bergles and Chyu and the

MAY 1982, Vol. 104/ 295

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



IO = T T T II'_TT] T T rTTTy T T 1T q ,O r T T T "_'”‘T- T - T """ " ——TrT
[ O @ RUN 4, SURFACE AGING A ] E O ® RUN 20, SURFACE AGING A %
F A A RUN 5, SURFACE AGING B ] - 0O @ RUN 21, SURFACE AGING C .y
| OB RUN'S, SURFACE AGING C 4 [ ¥ ¥ RUN 19, SURFACE AGING D 1
[ ¥ ¥ RUN 9, SURFACE AGING D h
| — — — PLAIN TUBE DATA i T T PLAIN TUBE DATA :
L(—- INCIPIENT BOILING // ‘ <4— INCIPIENT BOILING /
° — 5
10 C / 7 10 ;— —_'_
B / b IE
E / y 1
2 E
_oF a 30" E
= r ] R o 3
C 1 0w F ]
[ ol i ]
L 4 . |
103 _—_— ? 103 - —J
L . L n
I FREON-113 i - FREON-113
102 Loy gl Al L1y 102 L iaaanl Ll L
o 1o 100 100.0 0l 1.0 10.0 100.0
Ty =Teqss °C
t _ o
" > . Tw Tsaf' C
Fig.6 Comparison of High Flux surface to plain tube for Freon-113 Fig. 7 Comparison ot Thermoexcel-E surface to plain tube for Freon-

113

value of 0.08 used during this study. Tests should therefore be
conducted with varying High Flux coating thicknesses to
verify if such an optimum thickness is reasonable.

Figures 6, 7, and 8 compare the results of each of the
enhanced surfaces to the plain tube for Freon-113. In the fully 108 T — T T
established boiling regime, it is evident that the best per-
formance is shown by the High Flux surface. At a low heat
flux of 4 kW/m?, the heat-transfer coefficient with this
surface is almost ten times the plain tube value. This
enhancement tapers off to a factor slightly above 3 as the heat
flux is increased to 100 kW/m?. The Thermoexcel-E surface
demonstrates a similar improvement in the heat-transfer 10
coefficient at low fluxes, but the improvement deteriorates
more rapidly with increasing heat flux. The Gewa-T surface
shows an improvement of only 2.5 at low heat fluxes, but
unlike the other two surfaces, its enhancement actually im-
proves as heat flux increases, giving a heat-transfer coefficient

O @ RUN 32, SURFACE AGING A
0O 8 RUN 33, SURFACE AGING C
vV ¥ RUN 31, SURFACE AGING D i
—— —— —— PLAIN TUBE DATA
<4— INCIPIENT BOILING

T T TTT17T

T
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almost three times the plain tube at a flux of 100 kXW/m?. This 8

most likely occurs because at low heat fluxes the large tunnels 3 10* = *= =
created within the Gewa-T surface give it the characteristic of =, F 3
a plain tube with fins, rather than a surface with numerous ‘o o 8

active sites. However, at large heat fluxes, because of the large
spacing between the tunnels in relation to the other surfaces,
separation of the vapor columns occurs. As a result, neigh-
boring vapor columns do not coalesce as readily, and this
surface improves relative to the other surfaces. It should be 10

pointed out, however, that since none of the surfaces tested in ﬁ ]
this investigation were optimized for the particular liquids r ]
used, it is possible that the order of merit described above may L |
be altered if suitably optimized surfaces are tested. i
Figures 6, 7, and 8 also show the influence of surface FREON-113

preconditioni'ng or aging upon boiling inception. In every 102 ol Ll L
case, the highest measured superheat prior to bubble ol 1o |

X T R . . 0.0 100.0
nucleation occurred for surface aging A; allowing the surface T o7 oc
to cool in the pool overnight. During this aging procedure, w sat
due to the high wettability of Freon-113 on copper, the large Fig.8 Comparison of Gewa-T surface to plain tube for Freon-113
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(a) View just prior to boiling initiation, t = 0

(b) View of explosive nucleation on lower left of surface, t =
0.015s

(c) View of vapor eruption following initial nucleation, t =
0.030s

(d) View of vapor blanketing entire enhanced surface, t =
0.045s

Fig. 9 Sequential movie frames (at 64 FPS) of Freon-113 boiling ac-

tivation from the High Flux surface

cavities are flooded with liquid and higher superheats are
required to nucleate the smaller cavities. Note that in com-
paring the three enhanced surfaces, the incipient point occurs
at the lowest heat flux and superheat for the High Flux
surface. The Gewa-T surface requires the largest superheats
due to the ease with which the Freon-113 can flood the large
tunnels between each fin. Each of the enhanced surfaces
requires a lower superheat than the plain tube (Fig. 4). Figure
6 also shows that in surface aging B, preboiling followed by a
30 min subcooling, requires superheats almost as large as the
overnight subcooling (surface aging A). It is therefore evident
that, upon cooling, the surface cavities become flooded very
rapidly. As shown in Figs. 6 and 7, both the High Flux and the
Thermoexcel-E  surfaces exhibit very little temperature
overshoot and hysteresis following surface aging C and D.
However, as seen in Fig. 8, (surface aging D) air drying the
surface before operation doesn’t relieve the hysteresis pattern
for the Gewa-T surface. As mentioned above, the large size of
the tunnels between the fins on this surface easily flood and
deactivate. Notice also that with this surface and aging D,
after the incipient point, the superheat does not reduce to the
established boiling value in an abrupt fashion, but approaches
the fully established boiling superheat only after the heat flux
is increased several times.

In general, for most heat-exchange applications, operating
heat fluxes are high enough to insure fully established boiling
and there is little concern for the temperature overshoot
problem. On the other hand, in cooling certain electronic
components, the heat fluxes may be low enough for this
overshoot problem to be important. '

Journal of Heat Transfer

Of all the surfaces tested, the High Flux surface experienced
the most rapid and dramatic activation after being submerged
in the pool overnight. Once boiling initiated, the entire test
section was active in about 0.015 s. Figure 9 shows a sequence
of four movie frames showing the initiation of boiling on the
High Flux surface in Freon-113 after being submerged in the
pool for 3 hrs. The filming was done at 64 frames per s. In
Fig. 9(a), no boiling is evident. One of the thermocouples
immersed in the liquid pool can be seen behind the test sur-
face. In the following frame (Fig. 9()), the initiation of
boiling occurs explosively, as seen in the lower left half of the
surface, and in the following two frames, Figs. 9(c) and 9(d),
the entire surface is active and covered with vapor. This rapid
initiation of boiling across the surface is probably due to the
interconnecting character of the High Flux surface and the
high heat capacity of the test section. At high superheats, once
one site activates, the rapid expansion of the vapor
throughout the porous matrix activates additional nucleation
sites over the entire surface. The other surfaces activated
gradually with increasing heat flux. With both the Gewa-T
and the Thermoexcel-E surfaces, a few sites first became
active at some incipient heat flux. As the heat flux increased
beyond this value, additional sites became active, sub-
sequently activating a complete ring around the cylinder.

Figures 10, 11, and 12 compare the results of each of the
enhanced surfaces to the plain tube for FC-72. In general, the
enhanced surfaces behave in much the same way with this
fluid as with Freon-113, although the increase in the heat-
transfer coefficient in relation to the plain tube is less in FC-72
than in Freon-113 especially at low heat fluxes. This is most
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Fig. 10 Comparison of High Flux surface to plain tube for FC-72

likely due to the lower heat of vaporization of FC-72 since the
performance of each of the enhanced surfaces is markedly
influenced by the presence of vapor in their respective in-
terconnected tunnels. The best performance is shown by the
High Flux surface which exhibits a heat-transfer coefficient
from four to five times the plain tube value as the heat flux is
gradually increased. This heat transfer coefficient ratio varies
from 4 down to 2 for the Thermoexcel-E surface and remains
approximately 3 for the Gewa-T surface.

The effect of surface aging upon boiling inception is also
shown in Figs. 10, 11, and 12, and similar trends are observed
with FC-72 as with Freon-113. However, the FC-72 requires
lower superheats to nucleate than Freon-113. During pool
boiling, it is well known that the critical superheat required to
nucleate from a vapor-filled cavity is dependent upon a
nucleation parameter [21]:

N= 2T

Puhfg
It is interesting to note that with the properties listed in Table
1, the ratio of this parameter for Freon-113 to FC-72 is 1.85.
Upon comparing the incipient boiling superheats (obtained
with surface aging A) plotted in Figs. 6, 7, and 8 with those
plotted in Figs. 10, 11, and 12, the following superheat ratios
for each of the test surfaces result:

ey

Surface AT(R-113)/AT(FC-72)
High Flux 1.75
Thermoexcel-E 1.64

Gewa-T 2.4

These experimentally obtained ratios are in close agreement
with the theoretical ratio of 1.85 previously mentioned,
implying that the nucleation parameter defined in equation (1)
may be a reasonable index of incipient boiling superheats
from the same surface. It is also of interest to note that in
comparing Figs. 6, 7, and 8 for Freon-113 and Figs. 10, 11,
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Fig. 12 Comparison of Gewa-T surface to plain tube for FC-72

and 12 for FC-72, the superheat required at boiling incipience
is smallest for the High Flux surface, followed by the
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Thermoexcel-E surface and then the Gewa-T surface. This
implies that a larger size effective cavity nucleates for the
High Flux surface compared to the other enhanced surfaces.

With FC-72, each of the test surfaces, except the Gewa-T
surface, experienced the onset to film boiling when the critical
heat flux was reached. A higher critical heat flux was observed
for the Hitachi surface compared to the plain tube, whereas
the High Flux surface showed no measurable improvement.
When this critical heat flux was reached, the wall tem-
peratures increased abruptly. Burnout of the tube wall,
however, never occurred since the film boiling superheats with
FC-72 are not high enough to cause physical burnout, and
sufficient time was available to safely reduce the electrical
power to the heater. Using the pool boiling critical heat flux
expression developed by Zuber [22], a value of 161 kW/m? is
obtained for FC-72. This value is in close agreement with the
measured values indicated in Figs. 4, 10, and 11. With the
Gewa-T surface (Fig. 12), a heat flux of 188 kW/m? was
achieved with no rapid rise in wall temperature. It is
postulated that with the unique design of this surface, the
vapor must escape from the surface gaps spaced evenly along
the surface. The relatively large spacing of these openings
permits a more effective separation of the vapor columns,
preventing vapor coalescence which effectively delays the
onset of film boiling.

Conclusions
These results lead to the following conclusions:

1 For Freon-113, the enhanced surfaces show a two to
tenfold increase in the heat-transfer coefficient when com-
pared to a plain tube, whereas for FC-72, the enhanced
surfaces show an increase of only two to five.

2 In general, the High Flux surface gives the best per-
formance over a range of heat fluxes, whereas the Gewa-T
surface performs well at high heat fluxes. The order of merit
of these surfaces may change, however, if each surface is
optimized for the particular liquid being boiled.

3 The degree of superheat required to activate the enhanced
surfaces is less than the plain tube, and is sensitive to initial
surface conditioning and fluid properties. The superheats
required for Freon-113 are approximately twice as large as
those required for FC-72, which is in agreement with existing
theory. Consequently, the temperature overshoot problem
and the resulting nucleate boiling hysteresis pattern is less
severe with this liquid than with Freon-113.

4 The peak heat flux was reached with each of the test
surfaces in FC-72 except for the Gewa-T surface. It is
suspected that the unique design of this surface allows the
vapor to escape more rapidly than either the High Flux or the
Thermoexcel-E surface, and the onset of film boiling is
therefore delayed to higher heat fluxes.

5 In using these enhanced surfaces to cool electronic
equipment, care must be exercised at low heat fluxes where

Journal of Heat Transfer

temperature overshoots could lead to uncertain semicon-
ductor junction temperatures and lower reliability.
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Critical Heat Flux During Natural
Convective Boiling in Vertical
Rectangular Channels Submerged
in Saturated Liquid

An experimental study of the critical heat flux has been carried out for natural
convective boiling at atmospheric pressure in vertical rectangular channels. Ex-
periments in four kinds of test liquids (water, ethanol, freon 113, and benzene)
have been made for the ratio 1/s less than 120, in which | is the length of the heated
surface and s is the width of the channels. A generalized correlation for the critical

heat-flux data in the four test liquids is evolved.

1 Introduction

As is generally known, the critical heat flux [CHF] during
ordinary pool boiling on an open heated surface has been
studied rather extensively, and generalized correlations, that
are applicable to the critical heat flux data for many kinds of
fluids, have been derived by Kutateladze [1], Rohsenow and
Griffith [2], Zuber 3], Chang and Snyder [4], Zuber et al. [5],
and others. Lienhard et al. [6,7], furthermore, developed
Zuber’s hydrodynamic prediction of critical pool boiling heat
flux on an infinite flat plate for predicting the critical heat
flux on both large and small heaters, and on finite horizontal
flat plates.

On the other hand, research on the critical heat flux during
natural convective boiling in confined channels is important
as a fundamental study of the CHF phenomenon as well as
for its application to industrial problems related to super-
conducting devices. In this case, owing to the complexity of
flow mode, no correlation for the CHF has been evolved that
can be applied universally to CHF data for various fluids and
conditions.

In the case of horizontal channels in confined channels,
Smirnov et al. [8,9], measured the CHF for water (p = 0.5 to
5 bars) and ethanol (p = 1 bar) in horizontal narrow channels
and proposed a generalized correlation for the CHF data. But
their correlation predicts their CHF data with an accuracy of
only - 30 to + 70 percent. Katto and Kosho [10] measured the
CHF for four kinds of liquids, two kinds of heated disk
surface, and for clearances of more than 0.18 mm between
two parallel horizontal disks at atmospheric pressure. Their
correlation ([10] see equation(2)) predicts their CHF data with
an accuracy of =+ 15 percent. It should be noted that their
correlation is based upon a generalized correlation given by
Katto [11] who deals extensively with the critical heat flux for
confined channels.

Most experiments in vertical channels have been made in
cryogenic liquids (He, H,, and N,) in relation to super-
conduction devices. Sydoriak and Roberts [12], Lehongre et
al. [13], and Vishnev et al. [14] measured g, in vertical an-
nular channels, and Ogata et al. [15], and Bailey [16}
measured g, in vertical rectangular channels. All of them
propose empirical correlations only for their own CHF data.
On the other hand, Katto and Kurosaka [17] recently
measured the CHF in three liquids (water, ethanol, and R113)
except for cryogenic liquids and annular channels. They
pointed out that there are three characteristic CHF regimes
and developed a generalized correlation for two of the
regimes. Katto and Kawamura [18] reported CHF data for
water and R12 under high pressures in vertical uniformly
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Fig.1 Main part of experimental apparatus

heated tubes. They pointed out that the CHF is closely related
to the CHF in ordinary pool boiling on an open heated sur-
face.

In the present study, we measure the CHF in water,
ethanol, R113, and benzene in three rectangular heated
surface configurations (length / = 20, 35, and 50 mm) and in
vertical rectangular channels more than 0.45 mm wide at
atmospheric pressure (all combinations of / and s were tested
for all fluids except for / = 20 mm, which was tested only for
benzene), and we propose a generalized correlation for
predicting the CHF data.

2 Experimental Apparatus

A main part of the experimental apparatus is shown
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Fig.2 Nucleate boiling data

schematically in Fig. 1. A test liquid in a boiling vessel @
designed to stay at atmospheric pressure is heated by an
auxiliary heater up to the saturation temperature. The left
hand surface of copper block , steadily heated by electric
heaters mounted in grooves of the copper block, provides
a rectangular heated surface. Three different heated surfaces
(! = 20, 35, and 50 mm in length and 10 mm in width) are
mounted in three heating units , respectively. A rec-
tangular space is formed by a glass plate pressing two
glass spacers @ against the boundary of the heated surface.
The seven different spacings (s = 0.45, 0.8, 1.05, 2.05, 3.0,
5.0, and 7.0 mm) are formed by changing the two glass
spacers. An ordinary pool boiling experiment can be made by
removing the glass plate.

The temperature T, of the heated surface as well as the heat
flux q across the heated surface is determined by means of two
Chromel-Alume] thermocouples of 0.1-mm dia. located along
the axis of the copper block. The thermal conductivity of this
copper block, which must be known to calculate the heat flux,
has been carefully determined in the preliminary experiment.
In this experiment, the vapor that is generated on the heated
surface during nucleate pool boiling between 5 x 10° and 10°
W/m? is accumulated in a collector to measure the heat flux
across the heated surface and at the same time the tem-
perature gradient along the axis of the copper block is
measured by two C-A thermocouples. The rate of heat
transfer calculated from the vapor accumulated is from 85 to
90 percent of the electric input to the heaters mounted in the
copper block. When the heat flux, thus determined, is
compared with the electric input, it is found that the heat loss
from the copper block is less than 15 percent of the total
mput.
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Fig.3 Experimental measurements of the critical heat flux

The critical heat flux is determined by the following means:
we increase the input to the heaters in the copper block in
increments that are less than 3 percent of each preceding heat
flux, and finally reach the point at which the heated surface
temperature runs away. At that point, the CHF is determined
with an error of 0 to 3 percent.

3 Experimental Results

3.1 Boiling curve. Figure 2 shows typical data for fully
developed nucleate boiling in water obtained in the high heat
flux region. It should be noted that the same boiling curve is
obtained in the other liquids (ethanol, R113, and benzene).

A week tendency appears, as shown in Fig. 2, for the data
to shift to the left and the coefficient of boiling heat transfer
becomes higher as the width decreases. This tendency was
pointed out by Ishibashi and Nishikawa [19] who studied
saturated boiling heat transfer in narrow spaces.

3.2 Critical heat flux. All the CHF data obtained for
water and ethanol are represented in Fig. 3: the CHF data are
plotted against the ratio of the length, /, of the heated surface
to the width s of the spacers. It should be noted that the same
tendency for the CHF data is obtained for both R113 and
benzene.

Figure 3 shows that the CHF data decrease in a roughly
hyperbolic fashion with increasing //s. This tendency is
similar to that presented not only by Ogata et al. [15] and
Bailey [16] who obtained the CHF data in Liquid He in long
narrow channels at atmospheric pressure, but also by
Lehongre et al. [13] who measured the CHF in liquid He in
narrow tubes and annuli.

Our observations of fluids in the rectangular channel made
with our naked eyes using a spotlight suggest that the CHF

Nomenclature
C = constant depends on physical K = constant independent of s = width of rectangular channel
properties physical properties T, = saturation temperature
d = diameter of the heated ! = length of rectangular heated AT, = wallsuperheat [=T, —T]
surface surface T, = temperature of heated
g = gravitational acceleration m = power of equation (6) surface
H = vertical dimension of the n = power of equation (6) p; = density of liquid
horizontal ribbon heater g = heat flux p, = density of vapor
H,, = latent heat of evaporation g, = critical heat flux o = surface tension
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takes place when a dry-patch appears near the exit of the
channel, and then this drypatch grows to the entrance of the
channel.

4 Correlation of Critical Heat Flux

4.1 Clue for analyzing the CHF data. Katto [11] developed
generalized correlation for the CHF during natural convective
boiling in confined channels with aid of dimensional analysis
as follows:

q('/'/pv H/g
4Jog(p) —p.)/ 0}
Katto and Kosho [10] applied equation (1) to the CHF in
saturated natural convective boiling in a space bounded by
two horizontal coaxial disks and obtained equation (2) for

predicting the measured CHF data with an accuracy of + 15
percent.

q('r/pUH/j:
4Hog(p, —p,)/p?

= flp1/p. 8 0, ~p,.)s*/0,l/s) 9]

0.18
 1+0.00918(p, /p,) " [e(p, — p.)d*/ 0] (d/s)

2)

Ogata et al. [15] gave a semiempirical correlation (3) for the
CHF in liquid He in long narrow vertical channels at at-
mospheric pressure.
1
= 3
C| + Cz([/s) ( )

where C; = 1.67 X 107* Wm~%and C, = 2.39 x 10
Wm-?

Equation (3), which applies only for He, can be non-
dimensionalized into the form of equation (1) with the result
given by equation (4).

qer
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Jp.H.
_ GuloHyy 05— —
4iog (0, —p,) /02 1+Cy(/s)

where C; is a constant having a value of 0.0143 for liquid He.
The constant Cy, on the other hand, might depend on physical
properties.

Kutateladze [1] correlates CHF data for water and some
organic liquids in ordinary pool boiling (//s—0), using

4Jog(p)~p,) /02

where K is a constant between 0.12 and 0.16 and is in-
dependent of physical properties. Lienhard and Dhir [6],
moreover, who refine K in equation (5) for many different
geometries present K as a function ofH/\/a/g(pl —p,) and
give K = 0.12 for the CHF on large horizontal ribbon heaters
oriented vertically with one side insulated.

A correlation equation for the present CHF data can be
given in the form:

Q(‘r/pl'l—lﬂ;
4Jog(p, —p.)/p?

“)

K
= m 2 n (6)
1+ C(p,/p.)" g (01 = p,)s7/0)" (1/9)
4.2 A generalized correlation of the critical heat
flux. Figure 4 shows the dimensionless parameter

4\/ og GT; p,;)/\pg/(qc,/pvlifg) plotted against //s. The dot-
dash line in Fig. 4 is equation (4).
We conclude from Fig. 4 that

4 —
Vog(p1—py) 103/ er/ p, Hyp)

is a linear function of //s for each liquid, and it approaches
the nearly same value, K, which is scattered roughly between
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0.12 and 0.17, for all the liquids used in the present ex-
periment as //s decreases. This value K corresponds to the
constant not only predicted by equation (5) and included in
Zuber’s [3] correlation equation of CHF for ordinary pool
boiling but also Lienhard and Dhir [6] correlation equation of
CHEF for pool boiling in many different geometries. Taking an
average, K = 0.16. It might be helpful to mention that from
Fig. 4, this value is constant when //s is less than about 10. On
the basis of this result, it may be reasonable to divide our
description of CHF into two regimes where //s equals 10, and
deal with the CHF for the respective regimes. But, for sim-
plicity, we neglect the regime at small values of //s.

To determine the exponent # in equation (6), the CHF data
are rearranged as shown by the ordinate in Fig. 5 and plotted
against s2/{a/(p, —p,)g] in Fig. 5. Figure 5 shows that the
ordinate in Fig. 5 is independent of s*/[o/(p; —p,)&l, S0 n =
0. Next, the constant, C, and the power, m, can be deter-
mined, using the least squares method to combine the three
groups of CHF data (water, ethanol, and R113) in Fig. 6 into
a single group at the same value of //s. This procedure gives C
= 6.7 x 10~* and m = 0.6. When we use these values, the
benzene data are superposed into this single group.

The CHF data for natural convective boiling in vertical
rectangular channels are thus correlated by

qcr/vafg . 0.16 (7)

4Jog(p, —p,) /02 1+6.7%x107%(p,/p,)*(I/5)

Equation (7) is represented by the heavy solid line in Fig. 6.
The reason why a part of the CHF data for water as shown by
the mark ®in Fig. 6 are larger than predicted equation (7)
may be that the CHF occurs when a part of the vapor
generated on the heated surface overflows from the entrance
of the rectangular channels.

Next, applying equation (7) to liquid He (p,/p, = 8.4) and
comparing it with equation (4), we note that the constant C,
in equation (4) is six times as large as that of equation (7) and
the values predicted by equation (7) are about 50 percent
higher than the data for liquid He given by Ogata et al. [15].
The reason why equation (7) can not predict their data of
liquid He with an accuracy of =+ 20 percent may be that
Va/g(p, —p,) and p,/p, in the present study are considerably
different from the liquid He data as is shown in Table 1.

5 Conclusions

1 An experimental study of the critical heat flux has been

carried out for natural convective boiling in vertical rec-
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Table1 Values of dimensionless parameter
o1/, Vol (51 = pm
H,0 1603.0 23 x 1073
C,H;0H 439.0 1.52
R113 204.0 1.01
CeHg 288.0 1.60
LHe 8.4 0.302

tangular channels. Experiments in four test liquids have been
made for //s less than 120.
2 A generalized correlation of the CHF data in the present
boiling system has been determined as follows:
Q('r/vafg 0.16
4J08(PT—PU)/93 14+6.7%1074(p,/p,) *0(/s)

and this correlation agrees with the experimental data within
+ 20 percent, but does not predict the CHF data of Helium.
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